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ABSTRACTS 

Valerii Stavytskyi, Oleksandr Bashta, Pavlo Nosko, Yurii Tsybrii 
Determination of Hydrodynamic Power Losses in A Gearing 

Despite the relatively numerous experimental studies, there are few published works on the topic of development of mathematical 
models that describe the hydrodynamic processes in gears. There is no generic analytical model that integrates all types of losses. 
The purpose of this work is to develop a modern generalised methodology for calculating the hydrodynamic power losses  
of high-speed gears. For each gear, partially or fully immersed into an oil bath, the power spent to overcome the hydromechanical 
resistance can be represented as the sum of the following: the Coriolis force moment arising from the radial movement of the oil  
in the tooth spaces of the rotating gear, the viscous friction forces moment on the periphery of the gear addendums in the oil bath 
and the viscous friction forces moment at the face of the gear in the oil bath. The hydrodynamic power losses due to the Coriolis 
force action, viscosity friction losses at the periphery of the gear and the viscosity friction at the face of the gear (both turbulent  
and laminar modes) were observed separately. From the mathematical simulation of the rotation processes when the gear  
is immersed into the oil bath, an analytical dependence was obtained. It allows predicting the influence of the geometrical  
parameters of the gearing on the hydrodynamic power losses. Analysis of the calculation results of the power losses due  
to the action of hydraulic resistance forces and results from experimental studies is provided for several gears with different  
hydromechanical parameters. The proposed method of  calculating power loss due to hydromechanical resistance of the oil bath  
to the rotation of the gear gave results that were close to the experimental data. Acceptable coincidence of theoretical  
and experimental results allows recommending the received analytical dependencies for practical calculations of high-speed gears. 

Krzysztof Sokół, Piotr Ptak 
Experimental Evaluation of Circuit Board Components under Extreme Conditions 

Designing products operating in harsh conditions is a challenging task. Years of experience, developed standards and good  
practices are crucial in achieving the intended result. The article shows a methodology for designing electronic systems based  
on the worst-case analysis (WCA) and comparing its outcomes with the experimental verification of an actual circuit through  
large-scale tests. The analysed diode-based semiconductor circuit is part of a temperature measuring system of industrial  
application. The objective of the design and analysis process is to achieve a reliable solution, which has all the required functionali-
ties under actual, extreme operating conditions. The preliminary circuit design is developed using ideal components. The truth  
table, which represents customer requirements, is created to check the correct operation of the system. Simulation software, such 
as LTSpice, are used as the main tools to verify the correct functioning based on ideal or close-to-real component models. Next, 
based on the results of computer simulations, the WCA is conducted, considering all extreme (worst) operating environment  
parameters, such as, among others, ambient temperature or ageing. WCA results were verified through an experimental, large-
scale measurement of the real system, with defined forward voltage as a function of the current flowing through the semiconductor 
at various ambient temperatures. 

Hongli Cao 
Design of a Fuzzy Fractional Order Adaptive Impedance Controller with Integer Order Approximation  
for Stable Robotic Contact Force Tracking in Uncertain Environment 

Current research in robot compliance control is unable to take both transient contact force overshoots and steady-state force  
tracking problems into account. To address this problem, we propose a fuzzy fractional order (FO) adaptive impedance controller 
to avoid the force overshoots in the contact stage while keeping force error in the dynamic tracking stage, where traditional control 
algorithms are not competent. A percentage gain is adopted to map FO parameters to integer order (IO) parameters by their  
natural properties, and a fuzzy logical controller is introduced to improve the system stability. The simulation results indicate  
that the proposed controller can be made more stable than and superior to the general impedance controller, and the force  
tracking results also have been compared with the previous control methods 
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Paweł Bałon, Edward Rejman, Bartłomiej Kiełbasa, Robert Smusz 
Using HSM Technology in Machining of Thin-Walled Aircraft Structures 

Subtracting manufacturing technologies have entered that realm of production possibilities which, even a few years ago, could  
not be directly adapted to direct production conditions. The current machines, i.e. heavy, rigid cutting machines using high spindle 
speed and high feed speed, allow for manufacturing very thin and relatively long parts for use in the automotive or aerospace  
industry. In addition, the introduction and implementation of new 70XX aluminium alloys with high strength parameters, as well as 
monolithic diamond cutting tools for special machining, have had a significant impact on the introduction of high-speed machining 
(HSM) technologies. The main advantage of the applied manufacturing method is obtaining a very good smoothness and surface 
roughness, reaching even Sz = 6–10 μm and Sa <3 μm, and about four times faster and more efficient machining compared  
to conventional machining (for the beam part). Moreover, fixed and repeatable milling process of the HSM method, reduction  
of operational control, easy assembly of components and increase in the finishing efficiency compared to other methods of plastic 
processing (forming) are other benefits. The authors present a method using HSM for the manufacturing of aircraft parts,  
such as the chassis beam at the front of a commuter aircraft. The chassis beam assembly is made of two parts, front and rear, 
which – through a bolted connection – form a complete element replacing the previous part made using traditional technology, i.e., 
cavity machining, bending and plastic forming. The implementation of HSM technology eliminates many operations related to  
the construction of components, assembling the components (riveting) and additional controls during construction and assembly. 

Ildar Sharifullin, Andrey Nosko, Eugene Safronov 
Mathematical Model of the Pallet Motion on a Magnetic Brake Roller of a Gravity Flow Rack 

The brake roller is one of the elements for the safe operation of gravity flow pallet racks. The brake roller of the magnetic  
(eddy current) type magnetic brake roller (MBR) is the most promising brake type. The working principle of the MBR is based  
on electromagnetic induction laws, according to which the braking of a conductor moving in the magnetic field is caused  
by the interaction of the conductor's eddy currents with the external magnetic field. In the paper, a mathematical model of the pallet 
motion on an MBR was developed. The equation of motion of the pallet on the  MBR was derived. The calculation results were 
compared with the results of experimental studies of the pallet motion velocity on the MBR. For pallet speed under “drag peak” 
speed, the error of the mathematical model is <7.7%, and the error starts increasing once over the “drag peak” speed. Additional 
investigation of the coefficient of magnetic viscosity for speeds greater than the “drag peak” speed is required. 

Roman A. Usenkov, Igor A. Popov, Yuri F. Gortyshov, Svetlana Y. Kokhanova, Ravil A. Latypov 
Thermodynamic Calculation of a Rotary Engine With External Heat Supply Based on The Ideal Rallis Cycle 

The design and kinematic scheme of the operation of a rotary external combustion engine with offset shafts have been developed. 
Expressions are obtained that make it possible to calculate the values of the increasing and decreasing functions of the working 
volume of the hot and cold cavities with a change in the angle of rotation of the rotor. An expression is obtained for calculating 
 the compression ratio in the cold cavity of a rotary heat engine with an external heat supply. An expression has been determined 
that makes it possible to calculate the total torque of a rotary external combustion engine. A comparative analysis of the torque 
values of a rotary heat engine with an external heat supply and a Wankel engine is carried out. An assessment of the efficiency  
of an external combustion engine with offset shafts is carried out. Based on the thermodynamic calculations using ideal Erickson 
and Rallis cycles for a rotary external combustion engine, the processes occurring inside the hot and cold cavities of a heat engine 
are described. The thermodynamic condition parameters at the characteristic points of the cycle are determined and expressions 
are obtained that determine the thermal efficiency of the ideal Erickson and Rallis cycles in relation to the considered external 
combustion engine. A method for calculating the ideal cycle for an external combustion engine with offset shafts is presented. 

Zoulikha Bouhamatou, Foudil Abedssemed 
Fuzzy Synergetic Control for Dynamic Car-Like Mobile Robot 

This paper aims to present the dynamic control of a Car-like Mobile Robot (CLMR) using Synergetic Control (SC). The SC control 
is used to make the linear velocity and steering velocity converge to references. Lyapunov synthesis is adopted to assure  
controlled system stability. To find the optimised parameters of the SC, the grey wolf optimiser (GWO) algorithm is used. These 
parameters depend on the best-selected fitness function. Four fitness functions are selected for this purpose, which is based  
on the integral of the error square (ISE), the integral of the square of the time-weighted error (ITSE), the integral of the error  
absolute (IAE) and the integral of the absolute of the time-weighted error (TIAE) criterion. To go further in the investigation, fuzzy 
logic type 2 is used to get at each iteration the appropriate controller parameters that give the best performances and robustness. 
Simulations results are conducted to show the feasibility and efficiency of the proposed control methods. 
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Mohamed Belhorma, Aboubakar S. Bouchikhi 
Multi-Objective Optimisation of the Electric Wheelchair Ride Comfort and Road Holding Based  
on Jourdain’s Principle Model and Genetic Algorithm 

The paper addresses the multi-body modelling of an electric wheelchair using Jourdain’s principle. First, a description  
of the adopted approach was presented. Next, the mathematical equations were developed to obtain the dynamic behaviour  
of the concerned system. The numerical computation was performed with MATLAB (matrix laboratory: a high performance  
language of technical computing) and validated by MBD (Multi-Body Dynamics) for Ansys, a professional multi-body dynamics 
simulation software powered by RecurDyn. Afterwards, the model was treated as an objective function included in genetic  
algorithm. The goal was to improve the ride quality and the road holding as well as the suspension workspace. The multi-objective 
optimisation aimed to reduce the Root-Mean-Square (RMS) of the seat’s vertical acceleration, the wheels load and the workspace 
modulus by varying the bodies’ masses, the spring-damper coefficients and the characteristics of the tires. Acceptable solutions 
were captured on the Pareto fronts, in contrast to the relatively considerable processing time involved in the use of a random road 
profile generated by the power spectral density (PSD). During the process, the compatibility and the efficiency of Jourdain’s  
equations were inspected. 

Meriem Toumi, Mohamed Bouzit, Fayçal Bouzit, Abderrahim Mokhefi 
MHD Forced Convection using Ferrofluid over a Backward Facing Step Containing a Finned Cylinder 

In this paper, a numerical study of forced convection on a backward facing step containing a single-finned fixed cylinder has been 
performed, using a ferrofluid and external magnetic field with different inclinations. The partial differential equations,  
which determine the conservation equations for mass, momentum and energy, were solved using the finite element scheme based 
on Galerkin’s method. The analysis of heat transfer characteristics by forced convection was made by taking different values  
of the Reynolds number (Re between 10 and 100), Hartmann number (Ha between 0 and 100), nanoparticles concentration  
(φ between 0 and 0.1) and magnetic field inclination (γ between 0° and 90°); also, several fin positions α [0°–180°] were taken  
in the counter clockwise direction by a step of 5. After analysing the results, we concluded that Hartmann number, nanoparticles 
concentration, Reynolds number and magnetic field angles have an influence on the heat transfer rate. However, the fin position 
on the cylinder has a big impact on the Nusselt number and therefore on heat transfer quality. The best position of the fin  
is at (α = 150°), which gives the best Nusselt number and therefore the best heat transfer, but the fin position at (α = 0°) remains 
an unfavourable case that gives the lowest Nusselt values. 

Vladimir Morkun, Vitalii Tron, Vadym Zymohliad 
Modelling of Iron Ore Processing in Technological Units Based on The Hybrid Approach 

The process line of concentrating iron ore materials is considered as a sequence of connected concentration units, some  
of which partially return ore materials to the previous unit. The output product of the final concentration unit in the process line  
is the end product of the whole line. Characteristics of ore, such as distribution of ore particles by size and distribution of iron  
content by size classes, are considered. Processing of iron ore materials by process units (a cycle, a scheme) is characterised  
by a separation characteristic – namely the function of extracting elementary fractions depending on physical properties  
of ore particles. The results of fraction analysis of ore samples in different points of the process line provide an experimental  
definition of separation characteristics and numerical values of the Rosin–Rammler equation factors. To identify dependencies  
that cannot be analytically described, the hybrid approach accompanied by the Takagi–Sugeno fuzzy models, in accompaniment 
with triangular membership functions determining fuzzy sets in preconditions, are used. To identify fuzzy sets in rule preconditions, 
triangular membership functions are used. Introduction of a-priori data on iron ore concentration as constraints for model  
parameters is a promising trend of further research, since it enables increased accuracy of identification despite limited availability 
of experimental data. 
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Abstract: Despite the relatively numerous experimental studies, there are few published works on the topic of development of mathemati-
cal models that describe the hydrodynamic processes in gears. There is no generic analytical model that integrates all types of losses.  
The purpose of this work is to develop a modern generalised methodology for calculating the hydrodynamic power losses of high-speed 
gears. For  each gear, partially or fully immersed into an oil bath, the power spent to overcome the hydromechanical resistance can be  
represented as the sum of the following: the Coriolis force moment arising from the radial movement of the oil in the tooth spaces of the  
rotating gear, the viscous friction forces moment on the periphery of the gear addendums in the oil bath and the viscous friction forces 
moment at the face of the gear in the oil bath. The hydrodynamic power losses due to the Coriolis force action, viscosity friction losses at 
the periphery of the gear and the viscosity friction at the face of the gear (both turbulent and laminar modes) were observed separately. 
From the mathematical simulation of the rotation processes when the gear is immersed into the oil bath, an analytical dependence was  
obtained. It allows predicting the influence of the geometrical parameters of the gearing on the hydrodynamic power losses. Analysis of the 
calculation results of the power losses due to the action of hydraulic resistance forces and results from experimental studies is provided  
for several gears with different hydromechanical parameters. The proposed method of  calculating power loss due to hydromechanical   
resistance of the oil bath to the rotation of the gear gave results that were close to the experimental data. Acceptable coincidence             
of theoretical and experimental results allows recommending the received analytical dependencies for practical calculations of high-speed 
gears. 

Keywords: hydrodynamic power losses, gearing, tooth spaces, high-speed gears, Coriolis force, mathematical model 

1. INTRODUCTION  

The current state of research on gear trains can be said to be 
evolving in several directions. One of them is development of the 
geometry of new gearings based on the classic geometric and 
kinematic theories of gearing developed by, for instance, Bolotov-
skiy, 1974 [6] and Litvin, 1968 [27]–[29] and expanded by, for 
instance, Shishov, 2001 [37], Karpov, 2017 [24], Tkach, 2018 [43, 
44] and Franulovic et al., 2017 [18]. Besides, Hlebanja, 2012 [20] 
proposed an alternative S-gear tooth geometry, which improves 
the contact circumstances by lowering the contact pressure, which 
consequently enables the thickening of the oil film, diminishes the 
amount of sliding and thus lowers friction. Kapelevich, 2000 [23] 
presented a method of research and design of gears with asym-
metric teeth that enables increases in the load capacity and re-
duction of the weight, size and vibration level. Litvin 2002 [30] 
investigated and compared two versions of face-gear drives 
based on the application of a spur pinion of two versions of geom-
etry and conjugated face gear. The following advantages were 
obtained with the new version of geometry: (i) longitudinal orienta-
tion of bearing contact, which enables avoidance of the edge 
contact; and (ii) reduction of contact stresses.  

The other direction is the study of the stressed state of gear 
teeth to develop the most reliable analysis of the strength (Resh-

etov, 1989 [35]; Ioselevich, 1988 [22], Litvin, 2002 [30]), for in-
stance. Senthil Kumar, et al., 2008 [25] presented the optimisation 
of the asymmetric spur gear drive, which was carried out by using 
an iterative procedure on the calculated maximum fillet stresses 
through finite element method (FEM) for different rack cutter 
offsets, and finally, the optimum values of rack cutter offsets are 
suggested for the given centre distance and the speed ratio of the 
asymmetric gear drive.  

One more direction of gear train research is improvement of 
the existing synthesis techniques of gear drives by designing 
gearings on the basis of optimisation models (Chen et al., 2016 
[12], Zhuravlev, 2001 [45], Chen et al., 2019 [11], Fong et al., 
2002 [17] and Gao et al., 2002 [21]) and B-spline curves, interpo-
lating a number of discrete points on involute profiles. In this case, 
tooth surfaces are modelled by sweeping the B-spline profiles 
along user-defined trajectories (Barone, 2001 [4]). Besides, a 
mathematical model of the helical spur gear under condition of 
gear non-undercutting, as well as the software to generate the 
complete geometry of a gear, including the involute tooth surfac-
es, the modified root fillets and the modified tip fillets, has been 
developed by Chen and Tsay [10], using experimental studies of 
the teeth tense state in order to refine the existing calculation 
methods. 

Amania et al., 2017 [3] performed an independent investiga-
tion of tip pointing and undercutting conditions. A non-dimensional 
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methodology was introduced, and the order of the multi-
parametric problem was reduced. This model took into account all 
applicable geometric and kinematical conditions and constraints to 
qualify each point in the design space (hence each combination of 
geometrical gear design parameters) in terms of manufacturability 
and geometrical compatibility. 

Increase in transmitted capacities and speeds causes consid-
erable energy dissipation and, as a consequence, an increase in 
the temperature in a gearing. This impairs the mechanical charac-
teristics of gear drive parts and reduces their service life. As a 
generalised criterion of the effectiveness of high-speed gear drive, 
the efficiency of a gearing can be considered, taking into account 
the conditions and modes of operation, materials and manufactur-
ing process, transmitted load and peripheral speed. 

Power losses can be conditionally divided (Niemann, 2003 
[32]) into those that depend on the transmitted load (mechanical 
friction in a gearing and bearings) and those that are independent 
of the load (aero-hydrodynamic resistance, periodic compression 
and expansion between teeth) (Changenet, 2006 [9], 2007 [7], 
2008 [8], Seetharaman et al., 2009 [36], Zhouet al., 2014 [46], 
Polly et al., 2017 [34]). An exhaustive study of different kinds of 
power loss distributions was conducted by Heingartner (2005) [19] 
and Lechner and Naunheimer [26]. 

In the study of hydrodynamic resistance while immersing 
gears into an oil bath, most authors have developed empirical 
equations to determine the dimensionless moment coefficient of 
hydrodynamic resistance (Mann, 1961 [31]) and considered a 
rotor, disc or gear immersed into the oil bath. In addition, Ahsan 
(2016) [1] investigated this phenomenon of hydrodynamic power 
dissipation in elastic systems (discs) oscillating in viscous fluids, 
which may provide a viable means for reducing energy losses. 

Based on the results of experiments, Daily et al., (1960) [14] 
proposed the consideration of four modes of flow around a disc 
that is completely immersed into a liquid. 

The phenomena occurring in the area between the teeth were 
considered by Akin et al. (1975) [1]. They proposed a vector 
model for estimating the depth of oil filling in rotating gear spaces 
and Concli (2012) expanded this idea [13]. 

Dawson, 1984 [15] proposed and, in 1988 [16], modified an 
approximate formula for determining power losses, obtained from 
the results of an experimental study of losses separately at the 
ends of a spur gear and at its periphery. 

Pechersky et al. (1987) [33] developed a numerical model for 
locking a certain volume of oil–air mixture between gear and 
pinion teeth addendum and dedendum in engagement. It was 
determined that the speed of the oil–air mixture in gears with a 
larger module is greater. 

The results of the Changenet experiment (2008) [8] showed 
that with the reduction in side clearance between a rotating gear 
and a fixed wall, the power losses are decreased due to hydrody-
namic resistance. It was also found that the relative reduction in 
power losses caused by the presence of the side clearance does 
not depend on the speed of gear rotation and its geometrical 
parameters. 

2. PROBLEM STATEMENT 

Despite the relatively numerous experimental studies, there 
are only few published works on the development of mathematical 
models that describe the hydrodynamic processes in gears. There 

is no generic analytical model that integrates all types of losses. 
The purpose of this work is to develop a modern generalised 

methodology for calculating hydrodynamic power losses of high-
speed gears. 

In order to determine the integral characteristics of energy 
dissipation due to aero-hydrodynamic resistance in analytical 
form, a simplified mathematical model based on the following 
assumptions is proposed. 

 aerodynamic drag in a gear tooth space is determined by the 
Coriolis force caused by the radial flow rate of the oil–air 
mixture during its rotation together with the toothed gear;  

 additional sources of energy dissipation include the viscous 
friction of the oil–air mixture on the working surfaces and 
heads of teeth, the face surfaces of the gear and inhibition of 
the flow of the mixture in the clearance between a gear and 
gearbox;  

 the radial speed of the oil–air mixture in the gear tooth spaces 
and the speed of rotation of a gear are constant;  

 transient modes of relative flow of oil–air mixture (either 
laminar or turbulent mode) are absent;  

 losses caused by bearings and sealings are relatively small 
and can be neglected. 

2.1. Mathematical simulation of power losses  
when immersing a gear in an oil bath 

Depending on the operating conditions, different methods of 
oil supply to parts and gear drive units are used. They are mainly 
lubrication by immersion into oil bath, spraying from the main oil 
bath and circulating-type oil supply. 

In the general case, when lubricating the gear by immersion 
into the oil bath, the gears are affected by actions such as the 
force of aerodynamic resistance and the force of hydrodynamic 
resistance.  

At a relative immersion depth hi =
hi

rai
≤ 0, the lubricating oil 

does not come into contact with the gear (circulating oil supply). 
The immersion depth hi ≥ 2 corresponds to the case of 

complete immersion of the gear into the oil bath. 

At a depth of hi = 2, the angle φi = π and the lubricating 
surface at the ends of the gear is Awash = 2 ∙ π ∙ rai ∙ bi. When 

hi ≤ 0, similar to the case of hi = 2,  we can consider that the 
wheel is completely immersed, but in air. The force of 
hydrodynamic resistance is converted into the force of 
aerodynamic resistance. 

The ratio of the aerodynamic and hydrodynamic resistance 
forces is determined by the oil level in the oil bath. 

Power losses due to the action of the Coriolis force are 
caused by the presence of radial velocity of the oil–air mixture in 
the spaces of rotating gear. They were validated on the basis of 
the results of mathematical modelling of processes in the spaces 
of a rapidly rotating gear [42] and also by the experiment of Akin 
and Mross [2], among others. 

For each gear, partially or fully immersed into the oil bath, the 
power spent to overcome the hydromechanical resistance can be 
represented as the sum of the following components: 

𝑀𝑎 = 𝑀𝑘 + 𝑀𝑣 + 𝑀𝑓         (1) 

where 𝑀𝑘 is the moment of the Coriolis force arising due to the 
radial movement of the oil in the tooth spaces of the rotating gear 
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in newton-metres; 𝑀𝑣 is the moment of viscous friction forces on 
the periphery of the gear addendums in the oil bath, in newton-
metres; 𝑀𝑓  is the moment of viscous friction forces at the gear 

face end in the oil bath, in newton-metres. 

3. THE PROBLEM SOLUTION 

3.1. Determination of hydrodynamic power losses  
due to Coriolis force action 

The Coriolis force Fk that acts on the working surface of one 
of the gear teeth is determined by the formula  

𝐹𝑘 =  𝑚𝑏𝑚 ⋅ 𝑎𝑘                               (2) 

where mbm =  
mbmax+ mbmin

2
 is the average mass of the oil in 

the gear tooth spaces, in kilograms; mbmax is the mass of the oil 
in the tooth spaces at the time of its exit from the oil bath, in kilo-
grams; mbmin is the mass of the oil in the tooth spaces at the 
time of beginning of the gear immersion into the oil bath, in kilo-
grams;  ak is the Coriolis acceleration that occurs due to the 
movement of the oil–air mixture in the tooth spaces in the radial 
direction of a rotating gear, in metres per square second. 

The Coriolis acceleration is determined by the formula 

𝑎𝑘 = 2 ⋅  𝜔𝑖
2 ⋅ 𝑟𝑖  ⋅ sin𝛼 ⋅ cos𝛽   (3) 

where β is the angle of the tooth line inclination, in radians; αi is 
the operating pressure angle at any point of the involute of radius 
ri; ωi is the angular velocity; ri is the radius to any point on the 
tooth profile curve. 

The average mass of the oil in a tooth space located in the oil 
bath can be determined by the following formula: 

𝑚𝑏𝑚 =  
𝑄

3 
⋅Δ𝑡

2
          (4) 

where Q3  is the mass consumption of the oil when filling the tooth 

spaces through the backlash area of the tooth immersed into the 

oil bath, in kilograms per second; Δt is the time period when a 
tooth space is in the oil bath, in seconds. 

Δ𝑡 =  
𝐴𝐶̆

𝜔𝑖
=

2⋅𝜙𝑖⋅𝑟𝑖

𝜔𝑖
=

2⋅𝑟𝑖⋅arccos(1−ℎ𝑖)

𝜔𝑖
 .                      (5) 

AČ is the arc length determined by the immersion depth of the 

gear in the oil bath;  hi  is the tooth height at any point of the 

tooth; φi is the angle of gear rotation in the process of meshing. 
Mass consumption of the oil while filling the tooth spaces in 

the case of its immersion into the oil bath Q3  depends on the end 

cross-sectional area of the tooth space, the actual speed of its 
filling with oil and the density of the oil: 

𝑄3 = 𝐴𝑎  ⋅ 𝜌𝑚 ⋅ 𝑉3                     (6) 

where ρm is the density of the lubricant at a specified temper-

ature of the oil bath, in kilograms per cubic metre;  Aa =

Sbn ⋅ ∑
2

i=1
yi is the cross-sectional area of the tooth spaces in 

the axial direction, in cubic metres; yi is the backlash coefficient 

obtained by the experiment; Sbn is the tooth cross-sectional area, 
in square metres; V3 is the actual velocity of the filling of the tooth 
spaces by the axial flow of oil when the gear is immersed into the 
oil bath, in metres per second. 

Then, 

𝑚𝑏𝑚 =
𝐴𝑎 ⋅𝜌𝑚⋅𝑉3⋅𝑟𝑖⋅arccos(1−ℎ𝑖)

𝜔𝑖
 .                     (7) 

The magnitude of the velocity of filling of the tooth spaces in 
the axial direction is determined by Bernoulli’s law:  

ρ𝑚 ∙  
𝑉3

2

2
=  𝑝𝑏 −  𝑝𝑗 −  𝑝𝑔 + 𝑝ℎ +  𝜌𝑚 ∙

𝑘0
2⋅𝑉𝜏

2

2
,                     (8) 

where pb is the oil pressure in the tooth spaces due to the action 

of the friction forces, in megapascals; pj is the oil pressure in the 

tooth spaces due to centrifugal forces, in megapascals; pg is the 

oil pressure in the tooth spaces due to the action of gravity, in 

megapascals; ph is the hydrostatic pressure in the tooth spaces, 

in megapascals; Vτ = ω ⋅ r ⋅ sinα ⋅ cosβ is the velocity of the oil 
flow, which is displaced by the tooth profile from the tooth spaces 

in the radial direction, in metres per second; ko  is the velocity 
coefficient, which depends on the shape of the oil flow from the 
tooth spaces of the gear. 

Equation (8) describes the processes occurring in the tooth 
spaces that are immersed into the oil bath: the oil is ejected from 
the tooth spaces by gravitational and centrifugal forces and held in 
the tooth spaces by viscous and hydrostatic forces. But some of 
the oil is emitted in the radial direction at velocity Vi, and arrives 

axially at velocity V3. 

If the relative addendum circle radius of the gear is Ra = ra ⋅
ri  and the relative dedendum circle radius Rb = rf ⋅ ri , we get 
the relative pressure of the oil centrifugal forces of inertia: 

𝑝𝑗 =
𝑝𝑗

𝜌𝑚⋅𝜔𝑖
2⋅𝑟𝑖

2 =
1

2
⋅ (𝑅𝑎

2 − 𝑅𝑏
2),                     (9) 

where ra is the tip fillet radius; rf is the root fillet radius. 
The area of the wetted surface is determined as 

𝐴𝑤𝑎𝑠ℎ = 𝑏 ⋅ 𝑟𝑖
2 ⋅ (tan2𝛼𝑎 − tan2𝛼𝑓) ⋅ cos𝛼.                    (10) 

Taking into account that the Reynolds number is Re =
ωi⋅ri

2

νm
, 

the relative oil pressure in the tooth spaces due to viscous friction 
forces is calculated as 

𝑝𝑏 =
𝑝𝑏

𝜌𝑚⋅𝜔𝑖
2⋅𝑟𝑖

2 =
𝑉𝜏

1.5⋅(tan2𝛼𝑎−tan2𝛼𝑓)⋅cos𝛼

𝜑𝑖
1.5⋅𝐴𝑖⋅√3⋅Re

            (11) 

where  

𝜙𝑖 = (
𝑉𝜏

𝜑𝑖
)

1.5

⋅
(tan2𝛼𝑎−tan2𝛼𝑓)⋅cos𝛼

𝑅𝑎⋅√3
=

= (
sin𝛼⋅cos𝛽

𝜑𝑖
)

1.5

×
(tan2𝛼𝑎−tan2𝛼𝑓)⋅cos𝛼

𝑅𝑎⋅√3 .   

The relative pressure of the gravitational forces is 

𝑝𝑔 =
(𝑅𝑎−𝑅𝑏)⋅𝑟𝑖⋅𝑔⋅𝜌𝑚

𝜌𝑚⋅𝜔𝑖
2⋅𝑟𝑖

2 =
(𝑅𝑎−𝑅𝑏)

𝐹𝑟
                       (12) 

where Fr =
ωi

2⋅ri

g
 is Froude’s number; g is the acceleration due to 

gravity. 
The relative hydrostatic pressure of the oil in the tooth spaces 

at the pitch circle is determined in the following way: 

𝑝ℎ =
𝑟𝑖⋅ℎ𝑖⋅𝑔⋅𝜌𝑚

𝜌𝑚⋅𝜔𝑖
2⋅𝑟𝑖

2 =
ℎ𝑖

𝐹𝑟
.                   (13) 

 Substituting Eqs (9) and (11–13) into Eq. (8), we obtain the 
Bernoulli equation in the dimensionless form: 
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𝑉3
2 = (𝑅𝑎

2 − 𝑅𝑏
2) +

2

𝐹𝑟
(ℎ𝑖 − 𝑅𝑎 − 𝑅𝑏) +

2Ф𝑖

√Re
  

+(𝑘𝑜 ⋅ sin𝛼 ⋅ cos𝛽)2 

The dimensionless filling velocity of the tooth spaces im-
mersed into the oil bath is 

𝑉3

𝜔𝑖⋅𝑟𝑖
= V3 = 𝑘𝑠 ×              (14) 

√(𝑅𝑎
2 − 𝑅𝑏

2) +
2

𝐹𝑟
(ℎ𝑖 − 𝑅𝑎 − 𝑅𝑏) +

2Ф𝑖

√Re
+ (𝑘𝑜 ⋅ sin𝛼 ⋅ cos𝛽)2  

where  ks  is the speed  coefficient of  the end face  section of 
the gear tooth spaces (ks = 0.85 for absolutely sharp edges of 

teeth, ks = 0.9 in the case of additional processing of edges of 
teeth). 

Then, we obtain 

𝑄3 =
(𝜋−4⋅𝑥⋅tan𝛼)

𝑧
⋅

𝑟𝑖
3⋅(𝑅𝑎

2−𝑅𝑏
2)

2
×

× ∑ 𝑦𝑖 ⋅ 𝜌𝑚 ⋅ 𝜔𝑖 ⋅ 𝑉3 ⋅ cos𝛽2
𝑖=1

        (15) 

and  

𝑚𝑏𝑚 =
ρ𝑚⋅r𝑖

3⋅(𝜋−4⋅𝑥⋅tan𝛼)⋅(𝑅𝑎
2−𝑅𝑏

2)

2⋅𝑧
×

×
∑ 𝑦𝑖⋅𝑉3⋅arccos(1−ℎ𝑖)⋅cos𝛽2

𝑖=1

2⋅𝑧
=

=
ρ𝑚⋅r𝑖

3⋅𝑚𝑏𝑚

2⋅𝑧

                   (16) 

where yi =
4⋅Rb⋅δi

(Ra
2−Rb

2 )
 is the coefficient of backlash area, which is 

considered as the ratio of the radial clearance area of one tooth to 
the area of the tooth spaces. 

The Coriolis force is  

𝐹𝑘 = 𝜌𝑚 ⋅ 𝑟𝑖
4 ⋅

𝑚𝑏𝑚

𝑧𝑖
⋅ 𝜔i

2 ⋅ sin𝛼 ⋅ cos𝛽            (17) 

The Coriolis force moment in the case where the gear is im-
mersed into the oil bath (torque of the resistance of gear) is: 

𝑀𝑘 =
arccos(1−ℎ𝑖)⋅𝑧𝑖

𝜋
⋅ 𝐹𝑘 ⋅ 𝑟𝑖; 

𝑀𝑘 =
ρ𝑚⋅𝜔𝑖

2⋅r𝑖
5

𝜋
⋅ (𝜋 − 4 ⋅ 𝑥 ⋅ tan𝛼) ⋅ (𝑅𝑎

2 − 𝑅𝑏
2) ×

× ∑ 𝑦𝑖 ⋅ 𝑉3 ⋅ arccos2(1 − ℎ𝑖) ⋅ sin𝛼 ⋅ cos2𝛽2
𝑖=1

.            (18) 

For a zero-toothed gear, expression (18) is partially simplified 
as  

𝑀𝑘 = ρ𝑚 ⋅ 𝜔𝑖
2 ⋅ r𝑖

5 ⋅ (𝑅𝑎
2 − 𝑅𝑏

2) ×

× ∑ 𝑦𝑖 ⋅ 𝑉3 ⋅ arccos2(1 − ℎ𝑖) ⋅ sin𝛼 ⋅ cos2𝛽2
𝑖=1

.                (19) 

When the zero-toothed gear is immersed into the oil bath, the 
dimensionless moment of the Coriolis force is 

𝐶𝑘 = 2 ⋅ (𝑅𝑎
2 − 𝑅𝑏

2) ⋅
(𝜋−4⋅𝑥⋅tan𝛼)

𝜋
×

× ∑ 𝑦𝑖 ⋅ 𝑉3 ⋅ arccos2(1 − ℎ𝑖) ⋅ sin𝛼 ⋅ cos2𝛽2
𝑖=1

.                (20) 

3.2. Determination of losses due to viscosity friction  
at the periphery of the toothed gear 

A gearing, partially or fully immersed into the oil bath, is sub-
ject to the forces of hydrodynamic friction, both on the periphery of 
the gear and on the lateral surfaces of gears.  

The boundary conditions for oil circulation along the periphery 

of the gear are Vout = ωi ⋅ rai  when r = rai ; and Vout = 0 

when r → ∞; where ωi  is the angular velocity of the gear and 

r ∈ (rai, ∞). Solving Eq. (19) with the given boundary conditions, 
we obtain the flow velocity at the periphery of the gear as 

𝑉𝑜𝑢𝑡 =
𝜔𝑖⋅𝑟𝑎𝑖

2

𝑟
.                 (21) 

Then, at a given dynamic viscosity, the radial, axial and tan-
gential components of the stress on the toothed gear periphery 
due to the gear rotation are determined as follows:  

𝜏𝑜𝑢𝑡 = 2 ⋅ 𝜇𝑚 ⋅
𝜕𝑉𝑜𝑢𝑡

𝑟

𝜕𝑟
= 0;                   (22) 

𝜏𝑜𝑢𝑡 = 2 ⋅ 𝜇𝑚 ⋅ (
1

𝑟

𝜕𝑉𝑜𝑢𝑡
𝜏

𝜕𝜏
+

𝑉𝑜𝑢𝑡
𝑟

𝑟
) = 0;                                   (23) 

𝜏𝑜𝑢𝑡 = 𝜇𝑚 ⋅ 𝑟 ⋅
𝜕

𝜕𝑟
(

𝑉𝑜𝑢𝑡
𝜏

𝑟
) +

1

𝑟
⋅

𝜕𝑉𝑜𝑢𝑡
𝑟

𝜕𝜏
= −

2 ⋅ 𝜇𝑚 ⋅ 𝜔𝑖 ⋅ 𝑟𝑎𝑖
2

𝑟2
.  

      (24) 

It can be seen from Eqs (22–24) that only the tangential com-
ponent of the stress at the gear periphery is not equal to zero. It 
follows from Eq. (24) that on the periphery of the toothed gear 

r = rai, the tangential stress is equal to τout = 2 ⋅ μm ⋅ ωi and 
the resistance force is equal to 

𝐹𝑜𝑢𝑡 = 𝐴𝑤𝑎𝑠ℎ ⋅ 𝜏𝑜𝑢𝑡 = 2 ⋅ 𝐴𝑤𝑎𝑠ℎ ⋅ 𝜇𝑚 ⋅ 𝜔𝑖,                (25) 

where Awash = 2 ⋅ ϕi ⋅ rai ⋅ bi  is the wetted surface area, in 
square metres. 

The ultimate torque of the hydrodynamic resistance on the pe-
riphery of a single gear is determined as follows:  

𝑀𝑜𝑢𝑡 = 𝐹𝑜𝑢𝑡 ⋅ 𝑟𝑎𝑖 = 4 ⋅ 𝜇𝑚 ⋅ 𝑏𝑖 ⋅ 𝑟𝑎𝑖
2 ⋅ 𝜔𝑖 ⋅ 𝜙𝑖;                (26) 

𝑀𝑜𝑢𝑡 =
4⋅𝜇𝑚⋅𝑅𝑎

2⋅𝑏𝑖⋅𝑟𝑎𝑖
5 ⋅𝜔𝑖

2⋅𝜙𝑖⋅𝜌𝑚

𝜌𝑚⋅𝜔𝑖
2⋅𝑟𝑖

2 =
4⋅𝑅𝑎

2⋅𝜌𝑚⋅𝑏𝑖⋅𝑟𝑎𝑖
5 ⋅𝜔𝑖

2⋅𝜙i
2

Re
. 

Substituting the angle ϕi = arccos(1 − hi), the dimension-
less torque of toothed gear rotation resistance due to viscosity 
friction at the tooth periphery equals 

𝐶𝑜𝑢𝑡 =
𝑀𝑜𝑢𝑡

𝜌𝑚⋅𝑟𝑖
5⋅𝜔𝑖

2 =
8⋅𝑅𝑎

3⋅𝑏𝑖⋅arccos(1−ℎ𝑖)

Re
.                (27) 

3.3. Determination of viscosity friction at the face end  
of the toothed gear 

The dimensional torque of hydraulic resistance due to viscous 
friction of oil under laminar flow conditions is 

𝐶𝑀
lam =

√𝜈𝑚

√3⋅𝑙∗⋅𝜔𝑖⋅𝑟𝑖
2

=
1

√3⋅𝑙∗⋅Re
=

=
1

√6⋅𝐴𝑖⋅√ℎ𝑖⋅(2−ℎ𝑖)⋅Re

,                (28) 

where 𝑙∗ = 2𝑟𝑎𝑖√ℎ𝑖(2 − ℎ𝑖) = 2𝐴𝑖𝑟𝑖 × √ℎ𝑖(2 − ℎ𝑖) is the 

characteristic linear size, in metres. 
The hydraulic resistance force due to friction of the oil at the 

face surface of the gear under laminar flow conditions is found as  

𝐹𝑇
𝑙𝑎𝑚 = 𝜌𝑚 ⋅ 𝐴𝑖

2 ⋅ 𝜔𝑖
2 ⋅ 𝑟𝑖

4 ×

×
[arccos(1−ℎ𝑖)−√ℎ𝑖⋅(2−ℎ𝑖)⋅(1−ℎ𝑖)]

√6⋅𝐴𝑖⋅√ℎ𝑖⋅(2−ℎ𝑖)⋅Re

.                (29) 

The torque of the hydraulic resistance due to the friction of the 
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oil at the face surface of the toothed gear under laminar flow 

conditions is defined as MT
lam = FT

lam ⋅ ri; 

𝑀𝑇
𝑙𝑎𝑚 = 𝜌𝑚 ⋅ 𝐴𝑖

2 ⋅ 𝜔𝑖
2 ⋅ 𝑟𝑖

5 ×

×
[arccos(1−ℎ𝑖)−√ℎ𝑖⋅(2−ℎ𝑖)⋅(1−ℎ𝑖)]

√6⋅𝐴𝑖⋅√ℎ𝑖⋅(2−ℎ𝑖)⋅Re

.        (30) 

The dimensionless torque of hydraulic resistance due to oil 
friction at the face surface of the toothed gear under laminar flow 
conditions is  

𝐶𝑇
𝑙𝑎𝑚 =

𝑀𝑇
𝑙𝑎𝑚

0.5⋅𝜌𝑚⋅𝜔𝑖
2⋅𝑟𝑖

5 =

=
2⋅𝐴i

2⋅[arccos(1−ℎ𝑖)−√ℎ𝑖⋅(2−ℎ𝑖)⋅(1−ℎ𝑖)]

√6⋅𝐴𝑖⋅√ℎ𝑖⋅(2−ℎ𝑖)⋅Re

.            (31) 

For turbulent flow mode, 

𝐶𝑀
𝑡𝑢𝑟𝑏 = 0.0276 ⋅ (

𝜈𝑚

𝑙⋅𝜔𝑖⋅𝑟𝑖
)

1

7
=

=
0.0276

√2⋅𝐴𝑖⋅√ℎ𝑖⋅(2−ℎ𝑖)⋅Re
7

.                (32) 

The hydraulic resistance due to friction of the oil at the face 
surface of the gear under turbulent flow conditions is determined 
similar to Eq. (29):  

𝐹𝑇
𝑡𝑢𝑟𝑏 = 0.5 ⋅ 𝜌𝑚 ⋅ 𝜔𝑖

2 ⋅ 𝑟𝑖
2 ⋅ 2 ⋅ 𝐴𝑤𝑎𝑠ℎ ⋅ 𝐶𝑀

𝑡𝑢𝑟𝑏.                (33) 

Substituting Eqs (10) and (32) into Eq. (33), the moment of 
friction viscosity forces in turbulent motion is 

𝑀𝑇
𝑡𝑢𝑟𝑏 = 𝐹𝑇

𝑡𝑢𝑟𝑏 ⋅ 𝑟𝑖 = 𝜌𝑚 ⋅ 𝐴𝑖
2 ⋅ 𝜔𝑖

2 ⋅ 𝑟𝑖
5 ×

×
0.0276⋅[arccos(1−ℎ𝑖)−√ℎ𝑖⋅(2−ℎ𝑖)⋅(1−ℎ𝑖)]

√2⋅𝐴𝑖⋅√ℎ𝑖⋅(2−ℎ𝑖)⋅Re
7

.   (34) 

The dimensionless torque of hydraulic resistance due to oil 
friction at the face surface of the toothed gear under turbulent flow 
conditions is 

𝐶𝑇
𝑡𝑢𝑟𝑏 =

𝑀𝑇
𝑡𝑢𝑟𝑏

0.5⋅𝜌𝑚⋅𝜔𝑖
2⋅𝑟𝑖

5 =

= 𝐴𝑖
2 ⋅

0.0276⋅[arccos(1−ℎ𝑖)−√ℎ𝑖⋅(2−ℎ𝑖)⋅(1−ℎ𝑖)]

√2⋅𝐴𝑖⋅√ℎ𝑖⋅(2−ℎ𝑖)⋅Re
7

.    (35) 

The total torque of the hydromechanical resistance of the gear 
immersed into the oil bath is determined as follows:  

𝑀 = 0.5 ⋅ 𝜌𝑚 ⋅ 𝜔𝑖
2 ⋅ 𝑟𝑖

5 ⋅ (𝐶𝑘 + 𝐶𝑇 + 𝐶𝑜𝑢𝑡).                (36) 

Power loss due to the hydrodynamic resistance to rotating 
gear immersed into the oil bath is  

𝑃 = 0.5 ⋅ 𝜌𝑚 ⋅ 𝜔𝑖
3 ⋅ 𝑟𝑖

5 ⋅ (𝐶𝑘 + 𝐶𝑇 + 𝐶𝑜𝑢𝑡).                (37) 

Based on the obtained formulas, the mathematical modelling 
in the symbolic module MathCAD 12 was carried out (Stavitskiy, 
2011, 2012 [38], [39], [40], [41], [42]), with variable parameters 

such as the kinematic viscosity νm and density of the lubricant at 
a specified temperature of the oil bath ρm:  

log[log(νm + 0.6)] = A ∙ log T + B, 

where T is the oil temperature in kelvins, and A and B are con-
stant coefficients. 

Figure 1 represents the analysis of the calculation results of 
the power losses due to the action of hydraulic resistance forces 

(37) and the experimental studies by Blok, 1962 [5], in which the 
research was carried out with several gears, the hydromechanical 
parameters of which were varied in the following ranges: module 
ranged from 1.5 mm to 5 mm; the angle of the tooth line inclina-
tion β = 25°; face width of the gear ring ranged from 14 to 24 
mm; and number of teeth ranged from 20 to 102) (Table 1). In Fig. 
1, the relative depth of gear immersion in the oil bath is 0.55. It 
allows predicting the influence of the geometrical parameters of 
the gearing on the hydrodynamic power losses. 

 
Fig. 1. Comparison of calculation results of the power losses  
            due to hydrodynamic resistance to rotation of a toothed gear  
            in the oil bath with experimental data 

Tab. 1. Hydromechanical parameters of the gears 

 Gear 1 Gear 2 
Gear 

2_Model 
Gear 3 

Gear 
4 

Gear 
4_Model 

Gear 5 

Nominal  
pitch circle  

diameter, mm 
96 153 153 90 159 159 100 

Face width, 
mm 

14 14 14 24 24 24 24 

Module, mm 1,5 1,5 1,5 3 3 3 5 

Number of 
teeth, n 

64 102 102 30 53 53 20 

4. DISCUSSION 

Comparative analyses of the computational and experimental 
results yielded the following observations: 

 The proposed method of calculating power losses due to 
hydromechanical resistance of the oil bath to rotation of the 
gear gives results with an error in the range of 1%–9% in rela-
tion to the experimental data; 

 The change in hydrodynamic losses with a change in gear 
speed is practically subject to the law of the cubic parabola, 
but up to a certain speed (in Fig. 1, it is about 4,000 rev/min). 
A further increase in rotational speed leads to a decrease in 
the amount of oil in the space (disturbed mass balance: more 
oil is ejected from the space by centrifugal forces than the 
amount of oil entering the space through the space ends); 

 At significant rotational speeds (in Fig. 1, it is from 
5,000 rev/min to 7,000 rev/min), the amount of oil in the spac-
es decreases, and the power losses due to the hydrodynamic 
resistance in the oil bath, accordingly, are slightly reduced. 
Theoretical studies have made it possible to determine the 
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presence of two modes of oil motion in the tooth spaces of gears, 
which are characterised by the ratio of centrifugal, gravitational, 
hydrostatic, viscous and Coriolis forces.  

5. CONCLUSIONS 

When changing the face clearance from zero to the critical 

value, the power loss due to the hydrodynamic resistance of the 
toothed gear immersed into the oil bath is always less than similar 

losses, if the face clearance is greater than the critical value.  

The dependence calculation Eq. (37) not only takes into ac-
count the influence of the geometrical parameters of the toothed 
gears immersed into the oil bath but also the structural character-
istics, such as the depth of the toothed gear immersion and the 

face clearance between the casing walls and the rotating gear. 

In order to determine the integral characteristics of energy 
dissipation and to develop a further engineering method for evalu-
ating the energy efficiency of gearings, a mathematical model of 
the oil behaviour in the tooth spaces of rotating gears immersed 
into an oil bath has been developed.  

The condition of the gear’s maximum rotational speed at 
which lubrication by immersion into the oil bath becomes ineffec-
tive is established and the scheme of circulating greasing is found 
to be necessary.  

Satisfactory coincidence of the theoretical and experimental 
results allows recommending the received analytical dependen-
cies for practical calculations of high-speed gears. 

Notation 

𝑏𝑖 – effective face width 

ℎ𝑖 – tooth height at any point of the tooth 

𝜙𝑖 – angle determined by the relative level of the oil bath 

𝑚 – module of the gearing 

𝑟𝑖 – radius to any point on the tooth profile curve 

𝑥 – profile offset factor 

𝑧𝑖 – number of teeth 

𝑔 – acceleration due to gravity 

𝛼𝑖 – operating pressure angle at any point of the involute of radius 𝑟𝑖 

𝛼𝑎 – pressure angle for addendum circle  

𝛼𝑓  – pressure angle for dedendum circle 

𝛿𝑖 – inclined angle of the meshing line of directrixes with respect to the 

pinion axis of rotation 
ρm – the density of the lubricant  

𝜇𝑚  – dynamic viscosity 

𝜈𝑚 – kinematic viscosity 

𝜑𝑖 – angle of gear rotation in the process of meshing 

𝑟𝑎 – tip fillet radius 

𝑟𝑓 – root fillet radius 

𝜔𝑖 – angular velocity 

ð  – thickness of the boundary layer 
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Abstract: Designing products operating in harsh conditions is a challenging task. Years of experience, developed standards and good 
practices are crucial in achieving the intended result. The article shows a methodology for designing electronic systems based  
on the worst-case analysis (WCA) and comparing its outcomes with the experimental verification of an actual circuit through large-scale 
tests. The analysed diode-based semiconductor circuit is part of a temperature measuring system of industrial application. The objective  
of the design and analysis process is to achieve a reliable solution, which has all the required functionalities under actual, extreme  
operating conditions. The preliminary circuit design is developed using ideal components. The truth table, which represents customer  
requirements, is created to check the correct operation of the system. Simulation software, such as LTSpice, are used as the main tools  
to verify the correct functioning based on ideal or close-to-real component models. Next, based on the results of computer simulations,  
the WCA is conducted, considering all extreme (worst) operating environment parameters, such as, among others, ambient temperature  
or ageing. WCA results were verified through an experimental, large-scale measurement of the real system, with defined forward voltage 
as a function of the current flowing through the semiconductor at various ambient temperatures.  

Key words: experimental test, mathematical model, semiconductor diodes, thermal chamber, WCA 

1. INTRODUCTION 

Worst-case analysis (WCA) is a popular tool for verifying a 
correctly designed system. This analysis is an effective tool to 
check a design, to ensure, with high probability that potential 
damage and imperfections are identified and eliminated before 
manufacturing and delivery to the customer. It is a qualitative 
assessment of a product’s performance, taking into account the 
impact of external factors, such as the operating environment or 
component ageing. Besides analysing circuits, WCA often in-
volves thermal stress and searching for extreme nominal value 
tolerances, failure variants or reliability prediction. The primary 
objective of the WCA is checking design correctness aimed at 
ensuring operation in accordance with the complete specification, 
throughout its service life and in the worst conditions and toler-
ances, such as ageing, initial deviations or temperature. Stress 
analysis is aimed at improving reliability by ensuring a sufficient 
margin, relative to permissible stress limits set out in the compo-
nent documentation. A correctly conducted analysis mitigates 
overload conditions, which can contribute to a failure or reduce 
the change rate of parameters induced by thermal stress through-
out the product’s life cycle. The WCA should be conducted for all 
circuits covered by the design, regardless of their criticality. The 
WCA is an analytical technique that involves the observation of 
defined environmental conditions, such as external stresses. 
Operating conditions include electrical inputs/outputs, component 
quality, correlations between the parts and the impact of time on 

subassembly parameters. WCA is a key tool in the process  
of developing a multi-system platform, which forms a complete 
product only as a whole. [1] discussed WCA methodologies based 
on National Aeronautics and Space Administration (NASA) expe-
rience, to develop a database containing worst variants for parts, 
sensitivity analysis and a mathematical approach to the extreme 
value analysis (EVA), root sum square (RSS) and the Monte Carlo 
analysis for solving circuit equations. These analyses have be-
come an accepted industry standard over the last 8 years. 

Scientists [2-9] showed the results of tests involving such 
methods as reverse engineering, which is required to find regions 
and prepare for analysing them. They also state worst-case exe-
cution time (WCET) analysis and discuss their accuracy. The 
authors also presented qualitative and quantitative data regarding 
the program structure of the regions. This information is suitable in 
terms of evaluating whether WCET analysis can provide useful 
results for this class of real codes, without excessive manual 
labour. A list of WCET analytical tool functions, which appeared 
during the project, was also presented. 

Ferlet-Cavrois [10] described the worst deviation case for sili-
con on insulator (SOI) transistors in two technologies. It also 
includes experiments and simulations for the threshold shift anal-
ysis of an SOI transistor voltage. Lynch [11] analysed the worst 
output voltage ratio for resistor memory matrix having a finite 
resistance coefficient for bit elements. It was concluded that the 

resistance coefficient does not have to be high, and ratios 10 are 
usually sufficient. It also discusses trade-offs in terms of output 

https://orcid.org/0000-0002-8661-1763
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power and output voltage. Marcovitz [12] analysed and developed 
procedures for designing a transistor system coupled with a resis-
tor and used in the mechanization of logic operations. The basis 
circuit consists of one transistor and several resistors. The circuit 
performs the OR function, followed by NO or AND, and then NO. 
Owing to the mechanization of these complex functions, it is 
possible to create any logical system. The first operational pre-
requisite for this circuit is that a transistor must be saturated if one 
or more inputs are of low status. The second requirement is tran-
sistor isolation if all inputs are high. A WCA is conducted for each 
of these requirements. Three solution types, namely, general 
purpose, indirect (flexible) purpose and special purpose were 
reviewed. Tian [13] demonstrated that the operations of an analyt-
ical and precise algorithm are complementary – the analytical 
algorithm is faster than the precise algorithm but has a higher 
interval spread error. It also discusses AC tolerance analysis, 
time-domain tolerance analysis and DC tolerance analysis tech-
niques. Several examples and comparisons are given. In [14] the 
technique for characterising the behaviour of a DC-powered con-
verter within the common mode (CM) was introduced for the first 
time. This characterization technique is based solely on meas-
urements conducted on power converter terminals, without the 
requirement of in-depth knowledge regarding the converter struc-
ture, and describes CM behaviour in relation to the Thevenin 
equivalent circuit. Next, the analysis is used to determine the 
upper limit of CM potential within a system with at least one power 
converter. Finally, a model of the Thevenin equivalent circuit was 
generalised to a dual-port equivalent circuit, owing to which CM 
behaviour can be modelled at both the input and output of a pow-
er converter. Spence [15] provided an overview of concepts in-
volving tolerance analyses and electronic system designing. They 
thoroughly discussed the approach towards statistical analyses. 
Such statistical methods as the Monte Carlo analysis were pre-
sented. Finally, they discussed several application examples for 
such analyses in terms of designs. Divekar [16] discussed statisti-
cal analyses simulating circuit performance variations caused by 
tolerance variations or other factors related to circuit manufactur-
ing. The statistical circuit simulation procedure was illustrated via 
a simple system undergoing measurements. The measurement 
data are compared with the simulation results from worst-case 
and statistical analyses, without correlating model parameters and 
with model parameter correlations for devices used within the 
circuit. This comparison indicates a need to correctly take model 
parameter correlations into account. Riley [17] and Sokół et al. 
[18] focussed on the WCA in terms of using resistors in electronic 
systems. Hillebrand [19] reviewed the techniques and tools used 
to verify Verisoft software. Nassif [20] showed an approach to-
wards WCA, which leads to more realistic estimates of the elec-
tronic device and circuit performance changes. Rafaila et al. [21] 
discussed experiment design concepts, and screening tests 
aimed at reducing the verification space size, whereas Maly et al. 
[22] and Nassif et al. [23] suggested a methodology for modelling 
random process fluctuations, together with its advantages and 
applications. 

This research paper includes the results of studies focused on 
an electronic system that can be used, among others, as a tem-
perature sensor or resistor calibrator. WCA and experimental 
measurements were used to determine the forward voltage as a 
function of the current flowing through the semiconductor at vari-
ous ambient temperatures. 

2. ANALYZED SYSTEM 

The electronic system analysed by the authors is a module 
responsible for providing information on the engine operating 
temperature. The mathematical model of the analysed circuit is 
shown in Fig. 1 and described by Eq. (1). Diodes within the sys-
tem act as a temperature sensor consisting of an actuator made 
up of two serially connected semiconductor diodes, contained in a 
single enclosure. The authors of the design decided to use two 
light-emitting diodes LEDs owing to the increased measurement 
accuracy. Two LEDs connected in series supply higher voltage to 
the output, which at the same time is the average value of two 
voltages. The application of two semi-conductors contained in a 
common enclosure enables ensuring the same operating condi-
tions, smaller dimensions and minimizing the costs associated 
with the requirement to use subsequent LEDs in separate enclo-
sures. A resistor limiting current consumption and a capacitor 
filtering the output voltage were also used within the analysed 
system. Semiconductor diodes are very popular, relatively inex-
pensive and accurate temperature measuring systems. A linear 

temperature coefficient, such as 2 mV/C for the operating tem-
perature, makes LEDs an excellent solution for flexible and low-
cost applications. A diode-based system can be simple, but its 
implementation may require a deeper analysis.  

    
         

   

01 01
1 2

01 02

exp expS S
S D D C

T T

V I R V I R
I I I I I

A V A V
 (1) 

where: I – output current, IS – current supplied by a generator,  
ID1 – diode 1 current, ID2 – diode 2 current, IC – capacitor current, 
A01, A02 – ideality factor corresponding to diodes 1 and 2, respec-
tively, VT – thermal voltage, V output voltage, resistance R01 and 
R02. 

 

Fig. 1. Circuit diagram 

Authors [24 – 26] have identified typical temperature meas-
urement techniques and focused on the applications and ad-
vantages of silicon diodes acting as temperature sensors in vari-
ous operating conditions. This article verified the system shown in 
Fig. 1 in terms of its use as a resistance calibrator in an un-
changed version. R01 resistor in the analysed system is replace-
able, which enables resistance measurements of this component 
(in this system, the resistor acts as a current limiter, hence induc-
ing a determined voltage drop on the diodes). Voltage is read 
directly by the microcontroller’s ADC input. The output signal is 
filtered by the capacitor. 

https://ieeexplore.ieee.org/author/37068669400
https://ieeexplore.ieee.org/author/37282522800
https://ieeexplore.ieee.org/author/37067743600
https://ieeexplore.ieee.org/author/37402546700
https://ieeexplore.ieee.org/author/37284393300
https://ieeexplore.ieee.org/author/37067743600
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3. OPERATING CONDITIONS AND SELECTION  

OF COMPONENTS 

The analysed system should perform all its functions in real 
operating conditions that can be encountered during the normal 
operation of the system. Requirements for the analysed module 
are as follows: 

 Operating voltage VCC (5 V ± 0.25 V) 

 Operating temperature (40 C; 150 C) 

 Flowing current (D01) (100 µA; 1500 µA) 
Initial simulation of the system, conducted using the LTSpice 

tool, enabled proceeding to the stage of selecting suppliers and 
specific component models. The following system components 
were selected: 

 Capacitor – Kemet C0603C103F3GACTU 
and the following LEDs were selected for further analysis: 

 Diode – ROHM BAV99HMFH (SOT23) 

 Diode – NXP BAV99W (SOT323) 

 Diode – Onemi BAV99W (SOT323) 

4. WORST-CASE ANALYSIS 

The worst-case circuit analysis is an analysis technique, which 
determines circuit performance in the worst case scenario (ex-
treme environmental and operating conditions). A series of calcu-
lations verifying the correct system functioning were conducted; 
however, this paper is limited to discussing temperature meas-
urement. 

For this case, it was assumed that the resistance of the R01 re-
sistor is constant over the entire temperature range, which ena-
bled focusing the calculations solely on the IF (VF) forward current 
characteristics depending on the forward voltage, which was 
studied for the entire temperature range and a certain range of 
expected current flowing through a diode series.  

The IF (VF) forward current characteristics depending on the 
forward voltage of selected diodes are shown below. Analysing 
and comparing the technical documentation of electronic compo-
nents from different manufacturers entail numerous difficulties for 
the designer. The greatest hindrance when comparing the param-
eters is the different conditions of the tests providing the data 
shown in the technical documentation on manufacturers’ web-
sites. Each manufacturer individually defines the test conditions 
for component verification, which provide the data in the form of a 
table or specification (Figs. 2–4). 

 
Fig. 2. Onsemi BAV99W IF (VF) datasheet      
           (https://www.onsemi.com/pdf/datasheet/bav99wt1-d.pdf) 

 

Fig. 3. ROHM BAV99HMFH IF (VF) datasheet (https://pl.mouser.com/ 

           datasheet/2/348/bav99hmfht116-e-1801281.pdf) 

 

Fig. 4. NXP BAV99W IF (VF) datasheet (https://www.elfadistrelec.pl/ 
           Web/Downloads/_t/ds/bav99-series_eng_tds.pdf) 

The technical documents made available by the component 
manufacturers very often include incomplete information regarding 
the conditions, in which the charts or tabular data were obtained. 
Very often, due to the specifics of a project, it is quite difficult to 
fully adopt the technical documentation data in a specific design. 
In many cases, this leads to a big problem in terms of how to 
supplement the calculations with component parameters, which 
do not fully correspond to the analysed situation in the designed 
system. Another difficulty is the manner of how the component 
vendors present the component parameters. The following types 
can be distinguished in this regard: 

 Presentation of complete characteristics for a full range of 
temperatures and currents (Figs. 2–4) but without a statement 
whether they are nominal, minimum or maximum values. This 
forces an engineer to make assumptions and adopt a high 
safety factor for the calculations. 

 Presentation of characteristics for one or two temperatures 
only, which significantly hinders the analysis involving the be-
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haviour of the component in negative temperatures. As a re-
sult, based on two functions, one has to assume the hypothet-
ical behaviour at a given temperature. 

 Presentation of parameters for one ambient condition only, as 
a constant operating within the stated range. 

 No information about a particular operating parameter of the 
component is given, despite the fact that such a parameter 
may be crucial in certain applications. 
In the case of components such as resistors, capacitors or di-

odes, the operating conditions in the case of static characteristics 
are mainly limited to voltages, currents and ambient temperature, 
whereas in the case of simulating complex integrated circuits or 
dynamic analysis, the list of operating conditions during a simula-
tion grows significantly, entailing issue in respect of a reliable 
functional verification of the system. 

5. EXPERIMENTAL MEASUREMENTS AND TEST SETUP 

Electronic systems often experience problems with the deter-
mination of certain boundary conditions, such as voltage and 
current levels or the ambient temperature and self-heating of 
individual components on printed circuit board (PCB). An approx-
imate estimation of hard-to-determine boundary conditions, aimed 
at solving the issue via a direct method, may lead to significant 
errors. This paper presents an inverse method, which enables 
determining a transient temperature field as accurately as possi-
ble. This method is based on analysing a large-scale test in spe-
cific, repeatable environmental conditions. It can be applied when 
solving simple unidimensional problems, as well as simple and 
complex multi-dimensional problems. 

The article presents the results of experimental tests involving 
a semiconductor diode from three different manufacturers. The 
conducted laboratory tests standardised the diode test conditions, 
which enabled a reliable comparison of their characteristics and 
their numerical analysis. The outcome of these analyses was a 
conclusion regarding the manufacturer ensuring the highest accu-
racy and linearity of the analysed characteristic. 

LED series from three manufacturers were ordered for the la-
boratory tests. For the verification of the actual manufacturing 
spread to be as clear as possible, 136 pieces (128 used, 8 
spares) from different stores were ordered, which allowed to 
potentially receive diodes from different manufacturing batches. 

A dedicated PCB was designed for the study (Figs. 5 and 6), 
which enables correct and effective implementation of the labora-
tory tests. 

Designed PCB is the result of a previously established meas-
urement methodology (Fig. 7). It involves the possibly most accu-
rate determination of voltage on diode pairs with a correctly de-
signed PCB, which enables omitting the voltage drop on the 
channels and conduits directly connecting diode pairs with a 
scopecorder. For this purpose, the lengths of the used wires were 
the same, and the channels on the laminate were routed so that 
their lengths were the same. 

Measurements of the forward voltage drop during the lifetime 
of three diode models were conducted on dedicated PCBs (Figs. 
5 and 6). Every supplier had 128 enclosures. Each enclosure 
houses two LEDs, where the double voltage drop for both diodes 
was measured. All semiconductors were placed on two PCBs with 
an independent power supply. 

Voltage was measured for the complete temperature range 
(measurement conducted for 9 different temperatures) and 15 

current levels. LED voltage was measured during the tests using a 
scopecorder. It was decided to use this measuring device be-
cause of its modularity and multi-channel nature. This measuring 
device can be configured for multiple applications. It combines the 
advantages of a rapid oscilloscope and a traditional data recorder 
in a single portable instrument. Owing to the possibility of a 
scopecorder measuring 16 diodes simultaneously, the measure-
ment was repeated until all LEDs were measured (for each tem-
perature). 

 
Fig. 5. PCB prepared for the development test. PCB, printed circuit board 

 
Fig. 6. PCB prepared for the development test (detailed view).  
            PCB, printed circuit board 

 
Fig. 7. Circuit diagram 

The dedicated PCB was embedded in a specialized thermal 
chamber used to conduct all controlled climatic tests for a random 
period of time and on-going monitoring of interior conditions  
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(Fig. 8). Such climatic chambers are commonly used for testing 
the stability of medicinal products in the pharmaceutical industry 
but also in the construction industry, where, among others, it 
conditions concrete samples. It is also used in the automotive 
industry and the widely understood electronic engineering, for 
environmental testing of sub-assemblies and devices. 

 
Fig. 8. PCBs in a thermal chamber. PCB, printed circuit board 

 
Fig. 9. Post-test scopecorder screen 

Every diode pair was connected via a tape to a scopecorder 
recording the voltage as a function of time. A DC load power 
supply, controlled through a computer app, was connected to 
each of the printed boards. A procedure involving a computer 
setting a current excitation in the range of 100–1,500 µA, with an 
increment of 100 µA and increment duration of 1 s was conducted 
for each of the analysed temperatures. An example of obtained 
time waveforms from a scopecorder screen is shown in Fig. 9. 
They show voltage levels for a series of diodes, depending on the 
induced time-variable current flowing through them. 

6. RESULTS 

A series of data for analysis were obtained based on the con-
ducted laboratory testing. The compiled data were analysed in 
terms of finding the optimal component for the project. For this 
purpose, the authors conducted a series of calculations enabling a 
comparison of all three LEDs. The first step involved calculating 
the average values for each of the tested diodes, in each of the 
tested currents, for a full range of temperatures Eq. (2). 




 
 
 

1

/
k

i
i

n n k

 

 (2) 

where: k – number of tested samples, n – arithmetic mean; and ni 
– ith value in a dataset. 

Next, the standard deviation was calculated according to Eq. 
(3), along with the previously calculated arithmetic mean Eq. (2). 
Efron [27] and Zięba [28] wrote about fitting methods, which in-
volve algorithms for fitting various functions, a study of fitting 
quality and describe new statistical methods, such as the robust 
statistic, analysis of self-correlated data and Monte Carlo model-
ling applications. 
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where: σ – standard deviation. 
The next step involved calculating the six sigma coefficient 

Eq. (4). The six sigma value was determined empirically. It was 
noticed that when processes are composed of hundreds of steps 
with the possibility of making an error in each of them, the proba-
bility that the entire process creates a good product at the first 
attempt depends on the product of probabilities of correct execu-
tion of each step. It was empirically established that even in the 
case of very complex processes, assuming six sigma at every 
stage, there was a high chance of obtaining a good product with-
out corrections. This methodology was promoted by Harry et al. 
[29]. He derived them based on observation and practice. They 
are currently used as a change model since the production de-
fects are not subject to the normal distribution in many cases. 
Standard deviation is not used to calculate potential defects in 
such a case, but the parameters of variabilities typical of other 
types of statistical distributions, which are discussed in greater 
detail in Yang et al. [30] and White [31]. 

  6s n  (4) 

The measured and calculated parameters are shown in Figs. 
10–12 and compared with manufacturers’ datasheet. The next 
step involved selecting the range of expected current flowing 
through a diode to determine the graph linearity for a given range. 
Eq. (5) was used for this purpose. It enables determining a sur-
face area formed by the mean (ideal) function of the voltage in-
crease value f(x) and the real value of this increase g(x). The 
geometric interpretation of Eq. (5) is shown in Fig. 13. 

    ( ) ( )
b

a

D f x g x dx  (5) 

where: x – test point, a – starting test point (100 µA), b – end test 
point (1,500 µA), f(x) – ideal function and g(x) – real-valued func-
tion. 

The outcomes of the conducted calculations following formu-
las (2)–(5) are the results presented below. Figs. 10–12 contain 
the forward current as a voltage current function – IF (VF) for each 
manufacturer. The blue colour in the graphs marks the mean 
value obtained from a series of measurements. The grey and 
yellow colours mark the plus and minus six sigma values, respec-
tively. Orange colour curves correspond to the theoretical values 
from technical documentation. When analysing these graphs, it 
can be seen that the average measured, as well as theoretical 
datasheet values differ the most for Onsemi diodes under higher 
currents (Fig. 10). 
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Fig. 10. Test results – Onsemi 150 C 

 

Fig. 11. Test results – NXP 150 C 

 

Fig. 12. Test results – ROHM 125 C 

The lowest average differences between the test and docu-
mentation can be observed for NXP LEDs, and amount to 13 mV, 
with 16 mV for ROHM and 42 mV for Onsemi. The observed 
differences can have several reasons. First, it should be noted 
that the manufacturer does not usually provide a formula for a 
function describing the curve. Second, please note that the IF (VF) 
function for each of the analysed diodes is not fully linear, which is 
confirmed both by manufacturer data, as well as laboratory meas-
urements. On the other hand, each of the semiconductors is 

characterized by the linearity of the current 400 A. This state-
ment is true for all three manufacturers at each of the tested 
temperatures. Finally, the authors show data (Tabs. 1–3) obtained 
based on Eq. (3), i.e., the standard deviation. The very low stand-
ard deviation in all tested diodes and conditions should be noted 
in this case. The average standard deviations obtained for all 
tested temperatures and currents are 4 mV, 2.2 mV and 1.9 mV 
for NXP, ROHM and Onsemi, respectively. Such results mean a 
very high repeatability for each manufacturer. 

 

Fig. 13. Test results (P(U)) – Onsemi 150 C 

Tab. 1. Standard deviation – NXP 

 

Tab. 2. Standard deviation – Onsemi

 

Fig. 14 shows a geometrical analysis of Eq. (5), which deter-
mines the surface area (D), representing the sum of deviations U 
for the entire analysed current range. The g(x) function represents 
a real-valued function based on laboratory measurements (loga-
rithmic function), while the f(x) function is a linear-ideal function. 
The difference in the course of the f(x) and g(x) functions arises 

T [°C]

100 300 500 700 900 1100 1300 1500

-40 0,001 0,001 0,001 0,001 0,001 0,002 0,002 0,002

-20 0,001 0,001 0,001 0,001 0,001 0,001 0,001 0,003

0 0,002 0,001 0,001 0,001 0,001 0,001 0,001 0,001

25 0,015 0,003 0,002 0,001 0,001 0,001 0,001 0,002

50 0,002 0,001 0,001 0,001 0,001 0,001 0,001 0,001

75 0,003 0,002 0,001 0,001 0,001 0,001 0,001 0,001

100 0,003 0,003 0,002 0,002 0,002 0,002 0,001 0,001

125 0,004 0,003 0,003 0,002 0,002 0,002 0,002 0,002

150 0,005 0,004 0,004 0,003 0,003 0,003 0,003 0,003

standard deviation [V]
I [µA]
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from the difference between an ideal plot of the g(x) straight line 
and the g(x) function, which represents the laboratory test results. 
The resulting surface area (D) was created under the assumption 
that the starting and ending measurement points were common 
for them, which stems from the assumption and factor analysed 
during this test. 

Tab. 3. Standard deviation – ROHM

 

 

Fig. 14. Determination of the linearity coefficient (D) 

 
Fig. 15. Deviation area (D) 

Fig. 15 shows the results obtained for each manufacturer, 
based on Eq. (3), for each of the nine analysed ambient tempera-
tures – (blue – NXP, grey – Onsemi, yellow – ROHM). The higher 
the deviation area value, the higher the deviation from the linear, 
ideal course of f(x) shown in Fig. 14. 

Finally, the results of measurements were compared with 
datasheets. It was calculated that 98.9% of the tested elements 

were in the range of ±six sigma. Further calculations were made 
to better assess the phenomenon. The significance of the linear 
one-dimensional regression function was tested. The previously 
calculated means and standard deviations were used, and then 
the moment of correlation of the variables from the sample was 
calculated. Successively, the linear correlation coefficient was 
obtained, which characterizes the degree of linear dependence 
between random variables. For the analysed case, the correlation 
coefficient is 0.95 and the t factor for the analysed case is 67.94. 
Based on the results obtained for the moment of linear correlation 
and its coefficient, it was concluded that there is a very close 
relationship between the analysed data and the hypothesis that 
there is no correlation between the analysed variables should be 
rejected. 

More about this analysis can be found [32, 33]. 

7. CONCLUSIONS 

The article describes a methodology for analysing electronic 
circuits based on a module acting as a resistor calibrator, which 
can also work as a temperature sensor. The WCA, which is the 
key verifier of a correctly designed system, was expanded in this 
study with a deeper analysis, based on large-scale laboratory 
tests. The analysis of standard deviations, maximum deviations 
from the mean and obtained deviation areas for individual tem-
peratures and manufacturers provided a much better picture of a 
component’s behaviour under expected operating conditions, 
compared with manufacturer’s documentation. It should be noted 
that the standard deviations for the measurement of  

25 C and 100 A differ significantly from the rest of the results 
obtained. The reason for such a situation is the human factor that 
has serially influenced the measurements at this particular tem-
perature and in this particular flowing current. These measure-
ments should be disregarded when drawing conclusions for the 
entire study. The obtained results and comparisons for the rest of 
the measured and simulated data prove that such an approach is 
justified. 

Based on the standard deviations, it can be concluded that the 
NXP diode slightly differs from the other two manufacturers, due 
to the complete current and temperature range. When analysing 
the deviation area, it can be noticed that Onsemi diodes exhibit 
lower deviations for almost all of the tested ambient temperatures 
than the semiconductor of other manufacturers. The average 
deviation area offset for all temperatures and current levels is 
89 µW, 84 µW and 75 µW for NXP, ROHM and Onsemi, respec-
tively. 

All analysed diodes are characterized by very similar calcula-
tion results. It is difficult to unequivocally select the best manufac-
turer. However, ultimately, based on the conducted calculations, 
Onsemi diodes should be considered the best product. They 
exhibit the most linear IF (VF) operating range and the highest 
result repeatability, which is demonstrated by the results of stand-
ard deviation calculations. 
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Abstract: Current research in robot compliance control is unable to take both transient contact force overshoots and steady-state force 
tracking problems into account. To address this problem, we propose a fuzzy fractional order (FO) adaptive impedance controller to avoid 
the force overshoots in the contact stage while keeping force error in the dynamic tracking stage, where traditional control algorithms  
are not competent. A percentage gain is adopted to map FO parameters to integer order (IO) parameters by their natural properties,  
and a fuzzy logical controller is introduced to improve the system stability. The simulation results indicate that the proposed controller  
can be made more stable than and superior to the general impedance controller, and the force tracking results also have been compared 
with the previous control methods.  

Key words: adaptive impedance control, contact interactions, fractional order, fuzzy logic, integer order approximation 

1. INTRODUCTION 

With the development of robot technology, establishing the 
contact between the robot’s end-effector and the environment is 
becoming a vital part of tasks in robotic applications that involve 
assembly [1], precise handling or surface processing [e.g., polish-
ing] [2], exoskeleton [3] etc. The main issue in contact establish-
ment concerns the contact force magnitude that may take prohibit-
ing values, which may directly lead to the failure of a task, with 
even more serious consequences [manipulated object or manipu-
lator itself damaged] at the instant of contact. This force overshoot 
could be due to delays in measurement or communication, uncer-
tainties regarding the robot/environment model and discontinuities 
in controller input. To solve this knotty problem, some compliance 
control methods are proposed by researchers [4]. 

Hybrid position/force control and impedance control are two 
main compliance control approaches which can be distinguished 
by the relationship between positions and force, which are usually 
used to solve the contact problem. Hybrid position/force control is 
deter-mined based on formal models of the manipulator and task 
geometry to divide the task space into two separate subspecies: 
the position and the force subspaces as proposed by Robert [5, 
6]. Different control laws are responsible for position control in the 
free space and for force control along the directions in which 
position is constrained. The second strategy is an impedance 
control which describes the relation between force and position, 
first introduced by Hogan [7]. In this method, neither the position 
nor the force is used for control, but a generalised impedance 
equation, which defines the target impedance between the motion 
and the interaction force/torque, is utilised. In many cases, imped-
ance control outperformed the hybrid position/force control in 

terms of controlling the dynamic contact between manipulators 
and the environment, as well as showing more robustness in an 
unknown stiffness environment [8]. To cope with the need for 
more complex tasks in practical robotic applications, a variety of 
studies have combined the concept of the hybrid force/position 
control (intuitive and easy implementation) and the impedance 
control (superior interactivity) scheme to form the hybrid imped-
ance control [9-11]. Furthermore, due to the various uncertainties 
in the robot manipulator and the environment, adaptive hybrid 
impedance control was required to be a new stable force tracking 
impedance control scheme, capable of both tracking a desired 
force and of compensating for uncertainties in environment loca-
tion and stiffness [12-14]. 

But at the same time, some advanced nonlinear control 
schemes are also applied to handle the uncertainties for complex 
tasks, such as robust impedance control [3], adaptive fuzzy con-
trol [15] and neural net-works control [16]. Moreover, to manage 
the application of industrial robots, the position-based impedance 
control was proposed, and the performance and stability were 
also analysed [17, 18]. Among these methods, fuzzy logic brings 
advanced and useful properties for the robust command of uncer-
tain dynamic systems, which are prone to appearing in practical 
industrial robot applications, since it allows to interpret and com-
bine several different actions of control by means of linguistic 
rules and taking advantage of the user experience. These out-
standing properties of fuzzy control systems have been consid-
ered for designing robust controllers and precise motion planning 
schemes in the case of robotic plants [19, 20].  

In addition to using integer order (IO) system models and 
methods to control robots, some researchers have also turned 
their eyes to other nonlinear control strategies – namely fractional 
order (FO) tools – due to the virtue of their inherent properties of 
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memory and heritage. From here, the impedance controller has IO 
and FO control distinction. The FO controller is widely used to 
enhance the closed-loop performance by improving trajectory 
tacking and transient and steady-state responses, and it guaran-
tees the better control performance for both IO and FO systems 
[21]. Hence, the FO controller has been widely combined with 
advanced control techniques such as Proportion Integral Differen-
tial (PID) control, optimal control, adaptive control, (Sliding Mode 
Control) SMC etc. [22-24]. It also has been demonstrated that the 
FO controller is compatible with useful techniques for the model-
ling and control of advanced complex systems [25, 26], such as 
industrial automation control [27] and robotic applications [28-31], 
but then the problem of calculating the FO needs to be tackled. 

Therefore, there are many methods proposed using the inte-
ger order approximation (IOA) to solve the FO derivative and 
integrator operators. However, it is quite difficult to determine the 
best among these methods due to the performance evaluation 
criteria having different emphases; examples for this phenomenon 
include the IOA effect, accuracy of the frequency response and 
accuracy of the time response applying only to certain situations. 
In the frequency domain, Oustaloup presents an approximation 
method based on the recursive distribution of poles and zeros in a 
limited frequency range to obtain an IO transfer function by using 
frequency response fitting [32], which is by far the most common 
method. Either way, it is still complex, and a reasonable balance 
needs to be struck between the practicality of robotic industrial 
applications and their calculation complexity. Fuzzy logic and FO 
techniques have been considered together for out-standing con-
trol applications, the aim being to improve the performance of 
classical schemes [33].  

The above control schemes usually only consider one aspect 
of the force control problem; in actual robot applications, it is a 
very intractable problem to both maintain accurate force tracking 
and refrain from damaging the operating objects. Satisfying three 
indicators of force control: (1) maintaining force tracking error; (2) 
avoiding force overshoots; and (3) achieving fast response is still 
an open problem. Few researchers have considered all the indica-
tors together, most confining themselves to only one aspect. 

1.1. Contribution  

In view of this, the contribution of this paper lies in the valida-
tion of the proposed controller, which uses fuzzy logic, FO tools 
and adaptive control to form a fuzzy FO adaptive impedance 
control (Fuzzy-FO-AIC) for dynamic force contact control in uncer-
tain environments. The main goal of such a controller is to avoid 
the force overshoots in the contact stage while keeping force error 
in the dynamic tracking stage, where traditional control algorithms 
are not competent. The control scheme does not rely on the FO 
calculus; thus, a percentage control is adopted to convert it to IO 
calculations using its natural properties. This approximation meth-
od is simpler and more efficient than other IOA methods for robot 
compliance control problems. More-over, the Fuzzy-FO-AIC is 
presented here mainly in order to cater to a time-varying environ-
ment by adjusting the general impedance controller parameters 
using a fuzzy controller to achieve a dynamic update rate; its 
adaptability to time-varying dynamic environments is far superior 
to traditional impedance control. The stability and robustness of 
Fuzzy-FO-AIC and its effect on force overshoot suppression and 
force tracking performance during contact interactions with linear 
and nonlinear uncertain environments are investigated and com-

pared to previous impedance controls. It is expected that it would 
have a very significant impact on the film precision processing 
field of industrial robotic applications. 

1.2. Outline 

The paper is structured as follows. Section ‘Preliminaries’ re-
views some preliminaries, control architecture and the problem. 
The Fuzzy-FO-AIC control scheme is proposed to solve the prob-
lem in Section ‘Control Architecture’. Section ‘Simulations’ pre-
sents the simulation results to verify the superiority of the pro-
posed control algorithm. Conclusions are presented in Section 
‘Conclusions’. 

2. PRELIMINARIES 

2.1. FO system 

FO calculus, a generalisation of well-known IO calculus,  
allows differentiation and integration of arbitrary orders. Calculat-
ing a FO derivative/integral (differ-integral) is not trivial. In multiple 
mathematically well-founded definitions, one needs to choose the 
appropriate definition based on the application area. Among them, 
the Grunwald-Letnikov definition is usually used for calculating the 
FO. The Grunwald-Letnikov definition for FO operation is given 
as: 

𝐷𝛼𝑦(𝑡) = limℎ→0
1

ℎ𝛼
∑ 𝐶𝑖

𝛼
𝑡−𝑎

ℎ
𝑖=0

𝑦(𝑡 − 𝑖ℎ)                        (1) 

where 𝛼 is the order, ℎ is the step size of the calculation, a is the 

window length and 𝐶𝑖
𝛼 can be calculated by following: 

C0
α = 1, Ci

α = Ci−1
α (1 −

α+1

i
) , i = 1,2, …                         (2) 

FO differ-integral is a linear operator, and it has a memory and 
relies on the whole history. In real-time implementation, it relies 
upon the short memory principle due to the forgetting factor. 
Therefore, the memory storage and calculation amount will be 
large, which will lead to some obstacles to practical application. 

2.2. Contact control problem 

For modelling the contact between robot and environment, we 
can consider one of the degrees of the robot system in which a 
mass interacts with a stiffness environment (Fig. 1). The contact 
procedure can be divided into three processes: (1) Free motion; 
(2) Instant contact; (3) Steady tracking. The corresponding contact 
force curves are shown in Fig. 1(b). It can be seen that a large 
force overshoot is produced in the collision stage. In the actual 
robotic application, if not controlled, too much oscillation and force 
overshoot will cause the system to be unstable and even worse 
consequences. 

In addition to the above requirements, a superior force control-
ler adapting to a variety of complex tasks should have the follow-
ing characteristics: (1) Maintaining a high accuracy position track-
ing capability in Free-space (basic capabilities of modern industri-
al robots); (2) High speed, stable, smooth contact with the colli-
sion stage; (3) High precision force tracking capability in Steady-
contact. In this study, the design of robot controller is mainly 
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aimed at the indicators of (2) and (3). As (1) is a basic capability of 
industrial robots and the impedance control strategy is built on (1), 
the following section gives a brief introduction. 

 

Fig. 1. Contact model of robot and environment 

2.3. Position controlled robot 

For position-based impedance control (also called admittance 
control in some researches) systems, hierarchical separation of 
position control and impedance control is a common structure 
nowadays (Fig. 2). The computed-torque method combined with a 
conventional proportional–differential (PD) controller can form a 
superior position controller, in which the actual end-effector’s 
position is equal to that commanded, with no tracking delay and 
error. Once such a position controller is available, the impedance 
controller can be built on it. 

 
Fig. 2. Generic position controller that is applied to a robot manipulator  
            (computed-torque + PD). PD, proportional–differential 

3. CONTROL ARCHITECTURE 

Fig. 3 shows the whole Fuzzy-FO-AIC control architecture. 
Firstly, the motion space and constraint space are planned ac-
cording to the robot’s task definition. The robot is required to move 

its own end-effector with a desired position 𝑃𝑑 , and interact with 

the environment. The generated interaction force 𝐹𝑒 between 
robot and environment is measured by a force sensor, which is 
attached to the end-effector of the robot. The force error between 
the desired force 𝐹𝑑  and the interaction force 𝐹𝑒 is then sent to 

the Fuzzy-FO-AIC to generate the corresponding position error e. 
Then, the robot’s servo motion controller transmits sufficient 
torque to its joints in order to closely achieve the reference posi-
tion. 

 
Fig. 3. Fuzzy FO adaptive hybrid impedance control architecture.  
            FO, fractional order 

3.1. Fractional order-adaptive impedance control (FO-AIC) 

3.1.1. FO-AIC design 

Inspired by the integer order adaptive impedance controller 
(IO-AIC) that is most commonly used in researches, the difference 
between FO controller and IO controller is that the 2-order term in 
IO-AIC is not an integer but a decimal. Hereby, FO-AIC is defined 
as: 

𝑌(𝑠) =
1

𝑍𝐹𝑂−𝐴𝐼𝐶(𝑠)
=

1

𝑚𝑑𝑠𝛼+𝑏𝑑(𝑠+𝜌(𝑠))
          (3) 

𝜌(𝑠) = −
𝜎

𝑏
𝑒𝑓(𝑠)                  (4) 

The range of α is defined as 1 < 𝛼 < 2. Here, 𝑚𝑑 and 𝑏𝑑  
are the desired parameters of impedance controller. Eq. (4) de-

fines the adaptive compensation law; 𝜌 is the damping compen-
sation which is adjusted according to the force sensor information 
online. From an extreme point of view, for 𝛼 = 1, the controller 
acts like a pure damper due to the order being reduced to 1-order. 

On the other hand, when the integration order is at 𝛼 = 2, it 
becomes IO-AIC. Therefore, the effective mass and damping 
supplied by FO-AIC changes depending on the integration or-

der α, while disruptive effects are present throughout the range. 
An important nature property of FO is, as α is decreased gradual-
ly from 2 to 1, the inertial energy storage characteristics of decay 
and energy dissipation characteristics dominate. To demonstrate 
the effect of α on the dynamical response of the FO-AIC, consid-
ering the frequency domain expression using the Euler transform, 
we obtain: 

𝑍 = 𝑚𝑑𝜔𝛼 𝑐𝑜𝑠 (
𝛼𝜋

2
) + 𝑏𝑑(𝑗𝜔 + 𝜌(𝑗𝜔)) + 𝑗𝑚𝑑𝜔𝛼 𝑠𝑖𝑛 (

𝛼𝜋

2
)

              (5) 

In Eq. (5), the effective mass and damping provided by FO-

AIC are 𝑚𝑑𝜔𝛼 𝑠𝑖𝑛(𝛼𝜋/2) and 𝑚𝑑𝜔𝛼 𝑐𝑜𝑠(𝛼𝜋 /2) +

𝑏𝑑(𝑗𝜔 + 𝜌(𝑗𝜔)), respectively, whereas these values are con-

stant as 𝑚𝑑 and 𝑏𝑑  for IO-AIC. Hence, unlike in the IO case, the 
effective damping in FO-AIC is frequency-dependent and can be 

adjusted by altering the integration order 𝛼. This property of FO-
AIC is of interest for robot force control tasks, as it can improve 
stability robustness of interactions in tasks involving contacts with 
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environment, as can be seen in Fig. 4. From the point of view of 
controllability, compared with IO-AIC, one more adjustable pa-
rameter can ensure the system stability using FO-AIC. 

 
Fig. 4. Bode diagram analysis of FO-AIC and IO-AIC. FO-AIC, fractional  
            order-adaptive impedance control; IO-AIC, integer order adaptive  
            impedance controller 

3.1.2. FO-AIC with IOA 

From the natural property analysis of FO-AIC, we ascertain 
that the effective mass and damping are frequency-dependent, 
and can be adjusted by varying the integration order 𝛼. Based on 
this property, a natural idea was born – when taking two limits  

of FO, the FO-AIC becomes IO-AIC (𝛼 = 2) and a pure damper 
controller (𝛼 = 1), respectively. Hence, the new approximation 

controller can be formed by moving α from the order to the coeffi-

cient 𝛽 (𝛽 = 𝛼 − 1). The coefficient 𝛽 (0 < 𝛽 < 1) connects 
the two IO controllers (IO-AIC and a pure damper) by controlling 

percentages of the output, which does the same thing as 𝛼: 

𝑌(𝑠) =
1

𝑍𝐹𝑂−𝐴𝐼𝐶(𝑠)
=

𝛽

𝑚𝑑𝑠2+𝑏𝑑(𝑠+𝜌(𝑠))
+

(1−𝛽)

𝑏𝑑(𝑠+𝜌(𝑠))
          (6) 

 
Fig. 5. IOA Effects of FO-AIC. FO-AIC, fractional order-adaptive 
            impedance control; IOA, integer order approximation 

From Eq. (3), it can be found that β is directly related to the 
mass and damping effect that the controller wants to present. 
Similar to contact tasks, it can improve stability and robustness by 

decreasing β in the collision stage (presents its damping charac-
teristics) and increasing β in the steady force tracking stage (pre-
sents its compensation characteristics), when the robot contacts 
the environment. 

Fig. 5 shows the IOA effects of FO-AIC. It can be seen that 
there is a certain error in the contact stage between the FO-AIC 
(with Oustaloup method) and FO-AIC with IOA; due to the fact 
that FO has a memory and relies on the whole history, the 
memory effect is removed and replaced by a percentage in FO-
AIC with IOA. Nevertheless, considering the ease and analyzabil-
ity of use, this error can be ignored. This means the new IOA 
methods can be used in robot force control.  

3.2. Pre-PID regulator 

To achieve the force tracking response speed, a pre-PID 
regulator is designed before FO-AIC, each part forming a PID-like 
FO-AIC to improve the force tracking performance, which can be 
expressed as: 

(𝑘𝑝 +
𝑘𝑖

𝑠
+ 𝑘𝑑𝑠) 𝑒𝑓(𝑠) =

𝑚𝑑𝑠2+𝑏𝑑(𝑠+𝜌(𝑠))

𝛽
+

𝑏𝑑(𝑠+𝜌(𝑠))

1−𝛽
        (7) 

where 𝑘𝑝, 𝑘𝑖 and 𝑘𝑑  are the positive gains of the pre-PID. Mark-

ing 𝛾 = 𝑘𝑝 + 𝑘𝑖/𝑠 + 𝑘𝑑𝑠, we obtain: 

𝑒𝑓(𝑠) =
𝑚𝑑

𝛾𝛽
𝑠2 +

𝑏𝑑

𝛾𝛽(1−𝛽)
(𝑠 + 𝜌)                                         (8) 

Compared with the general FO-AIC, it could be found that the 
desired mass and damp coefficient of the PID-like FO-AIC chang-

es from 𝑚𝑑/𝛽 to md/γβ and bd/β(1 − β) to 𝑏𝑑/(𝛾𝛽 (1 −
𝛽)), respectively. It means that the pre-PID parameter γ selection 

and 𝛽 will affect the response speed and stability of the controller. 
To make this point clearer, we observe the response behavior of a 
second-order system by changing its parameters, as shown in 
Fig. 6. 

 
Fig. 6. Frequency response diagrams for decrease of inertia  
           and damping 

The selection of 𝛽 has a great impact on the response of the 
system due to fact that it relates to the nature property of the 
system. Here, if we were to keep the coefficient 𝛽 a constant 
value, and the impedance parameters are decreased simultane-
ously, then both the resonance amplitude and the resonant fre-
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quency are increased. This indicates that if the pre-PID parame-
ters are chosen reasonably, it can achieve a better expectation 
than the general controller, so that the contact force generated at 
the end-effector can quickly converge to the desired value. 

3.3. Fuzzy logic design 

It can be seen from Eq. (8) that the response of the FO-AIC 
is related not only to coefficient 𝛽 and the pre-PID regulator γ but 

also to the compensation rate 𝜌. It is assumed that the position 
controller for the industrial robot has a high-bandwidth servo loop, 
and the model uncertainties (inertia, friction and Coriolis etc.) and 
some external disturbances can be suppressed by PD control. 
Therefore, the block for the primary position controller with robot-

link dynamics in Fig. 2 is dropped; thus, 𝑃𝑑 ≅ 𝑃. Hence, the robot 
motion controller can be simplified to gain 1. The force sensor can 
be reduced to a linear stiffness environmental model. The whole 
of the robot control strategy is simplified in Fig. 7. 

 
Fig. 7. The transfer function of the simple interaction model 

The complete pre-PID, such as FO-AIC with IO approxima-
tion and the new design adaptive compensation rate in the time 
domain, can be represented as: 

𝑒𝑓(𝑡) =
𝑚𝑑

𝛾𝛽
𝑒̈̂(𝑡) +

𝑏𝑑

𝛾𝛽(1−𝛽)
(𝑒̇̂(𝑡) + 𝜌(𝑡))                         (9) 

𝜌(𝑡) = 𝜌(𝑡 − 𝑇) + 𝜎𝛾𝛽(1 − 𝛽)
(𝑓𝑑(𝑡−𝑇)−𝑓𝑒(𝑡−𝑇))

𝑏𝑑
        (10) 

Given that p̂e = pe − δpe is the estimation of the environ-
ment location, the estimation position error can then be expressed 
as 𝑒̂ = 𝑒 + 𝛿𝑝𝑒. γ is the pre-PID regulator, and since we’re just 

taking the proportional part here, 𝛾 = 𝑘𝑝 is equal to a constant. 

The initial conditions are given by 𝜌(0) = 0, and 𝑇 is the sam-

pling period (usually smaller is better). The update rate 𝜎 selec-
tion is associated with system stability and performance, which 
has been analysed in the forthcoming section, and it is used for 
designing the fuzzy logic controller. 

3.3.1. Transient and steady-state analysis 

According to the principle of dispersion, rewriting Eq. (10) and 

marking 𝑐(𝑡) = −𝑒𝑓 = 𝑓𝑑(𝑡) − 𝑓𝑒(𝑡), n elements of the ρ se-

ries can be expanded as: 

  
𝑏𝑑

𝛾𝛽(1−𝛽)
𝜌(𝑡) =

𝑏𝑑

𝛾𝛽(1−𝛽)
𝜌(𝑡 − 𝑛𝑇) + 𝜎𝑐(𝑡 − 𝑛𝑇) + ⋯ +

𝜎𝑐(𝑡 − 𝑇)             (11) 

Substituting Eq. (11) into Eq. (9) yields: 

𝑒𝑓(𝑡) =
𝑚𝑑

𝛾𝛽
𝑒̈̂(𝑡) +

𝑏𝑑

𝛾𝛽(1−𝛽)
𝑒̇̂(𝑡) + 𝜎(𝑐(𝑡 − 𝑛𝑇) + ⋯ +

𝑐(𝑡 − 𝑇))             (12) 

Taking the Laplace transform of Eq. (12), 

𝐸𝑓(𝑠) = (
𝑚𝑑

𝛾𝛽
𝑠2 +

𝑏𝑑

𝛾𝛽(1−𝛽)
𝑠)𝐸̂(𝑠) + 𝜎(𝑒−𝑛𝑇𝑠 + ⋯ +

𝑒−𝑇𝑠)(−𝐸𝑓(𝑠))             (13) 

where the sampling rate 𝑇 is sufficient and 𝑛 is a sufficiently large 
number. It is reasonable to assume that 

 ∑ 𝑒−𝑛𝑇𝑠 ≅ (1 − 𝑇𝑠)/𝑇𝑠∞
𝑛=1 .  

The steady transfer function can be rewritten as: 

𝐺(𝑠) =
𝐸̂(𝑠)

𝐸𝑓(𝑠)
=

(𝛾𝛽(1−𝛽)(1−𝜎)𝑇𝑠+𝛾𝛽(1−𝛽)𝜎

𝑚𝑑(1−𝛽)𝑇𝑠3+𝑏𝑑𝑇𝑠2           (14) 

The force error transfer function 𝛷(𝑠) for the whole closed-
loop system is shown below: 

𝛷(𝑠) =
𝐸(𝑆)

𝑅(𝑠)
=

1

1 + 𝐺(𝑠)𝐻(𝑠)
 

=
𝑚𝑑(1−𝛽)𝑇𝑠3+𝑏𝑑𝑇𝑠2

𝑚𝑑(1−𝛽)𝑇𝑠3+𝑏𝑑𝑇𝑠2+(𝛾𝛽(1−𝛽)(1−𝜎)𝑘𝑒𝑇𝑠+𝛾𝛽(1−𝛽)𝜎
       (15) 

Consider a complex dynamic environmental situation: a sine 

signal 𝑟 (𝑡)  = 𝑠𝑖𝑛𝜔𝑡. Long division method is used to compute 
dynamic error of FO-AIC (taking the first three terms): 

𝑒𝑠𝑠(𝑡) = 𝛷(0)𝑟(𝑡) + 𝛷̇(0)𝑟̇(𝑡) + (
1

2!
) 𝛷̈(0)𝑟̈(𝑡) + ⋯ =

−𝜔2 2𝑏𝑇

𝛾𝛽(1−𝛽)𝑘𝑒
2𝜎

𝑠𝑖𝑛𝜔𝑡 + ⋯                           (16) 

It can be seen that, for a complex environment, the tracking 

error can be decreased by increasing the update rate 𝜎. 
For transient response analysis, since the collision time is 

short, n is no longer being an infinite amount. Hence, rewriting the 
compensation part of Eq. (10) and dividing both sides by the 
sampling time, we obtain: 

𝜌(𝑡)−𝜌(𝑡−𝑇)

𝑇
=

𝜎𝛾𝛽(1−𝛽)

𝑏𝑑
( 

𝑓𝑑(𝑡−𝑇)−𝑓𝑒(𝑡−𝑇)

𝑇
 )        (17) 

In an extremely small period, it can be approximated 
that c(𝑡 − 𝑇) ≅ 𝑐(𝑡) = −𝑒𝑓 . The function representation be-

tween 𝜌 (𝑡) and 𝑐 (𝑡) can be written as follows: 

𝜌(𝑡) = −
𝜎𝛾𝛽(1−𝛽)

𝑏𝑑
𝑒𝑓(𝑡)          (18) 

Substituting Eq. (18) into Eq. (9) and then performing a La-
place transformation, the transient response transfer function of 
the impedance controller is obtained as the following: 

𝐺(𝑠) =
𝐸̂(𝑠)

𝐸𝑓(𝑠)
=

𝛾𝛽(1−𝛽)(1+𝜎)

(1−𝛽)𝑚𝑠2+𝑏𝑠
         (19) 

The transient response transfer function Ψ (s) for the whole 
closed-loop system is: 

𝛹(𝑠) =
𝐺(𝑠)𝐻(𝑠)

1+𝐺(𝑠)𝐻(𝑠)
=

𝛾𝛽(1−𝛽)(1+𝜎)𝑘𝑒

(1−𝛽)𝑚𝑠2+𝑏𝑠+𝛾𝛽(1−𝛽)(1+𝜎)𝑘𝑒
        (20) 

The damping coefficient ζ about the oscillation form of the 
system can be calculated from Eq. (20) as: 

ζ =
𝑏

2(1−𝛽)√𝑚𝛾𝛽(1+𝜎)𝑘𝑒
                        (21) 

In Eq. (21), it can be clearly seen that the system will present 

oscillation when σ increases, which indicates that the smaller σ 
having a better force overshoots the suppression effect.  

Combining the transient response and steady-state tracking 

analysis, in general, keeping the σ unchanged is an inadvisable 
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choice. Therefore, a dynamic adaptive update rate based on fuzzy 
logic coupling into FO-AIC is introduced in the forthcoming sec-
tion.  

3.3.2. Fuzzy logic controller 

Supposing [−𝑋𝑒𝑓 , 𝑋𝑒𝑓], [−𝑋𝑒𝑓̇ , 𝑋𝑒𝑓̇] and [−𝑌𝜎 , 𝑌𝜎] are the 

basic domains of ef, ėf and σ, respectively, in this study, we set 
number 10 as the boundary for simplify. Based on the comparison 
between the effects of different types of membership functions on 
fuzzy controller performance, seven triangular type membership 
functions are chosen to demonstrate input and output of the pro-
posed controller, as illustrated in Fig. 8. Seven linguistic values 
are described, namely positive big (PB), positive medium (PM), 
positive small (PS), zero (ZO), negative big (NB), negative medi-
um (NM) and negative small (NS). The triangular membership 
function is used here mainly considering the computation speed. 
Similarly, the membership functions of the selected input and 
output are kept the same for the sake of calculation. 

The fuzzy control rules generalise the relationships between 
the inputs and outputs. They are established based on the experi-
ences and intuitions of the skilled workers. Both the error ef and 

the error ratio ėf have seven fuzzy subsets. Therefore, 49 fuzzy 
rules can be obtained according to the expertise, which are shown 
as Tab. 1. 

 
Fig. 8. Membership function of 𝑒𝑓, 𝑒̇𝑓  and 𝜎 

 
Fig. 9. Output curve-surface of fuzzy logic control 

Tab. 1 can be applied as: if 𝑒𝑓(𝑖) = 𝐴𝑗 and 𝑒𝑓̇(𝑖) = 𝐵𝑗 , 

then σ = 𝐶𝑗(𝑗 = 1, … ,49) and 𝐴𝑗 and 𝐵𝑗  are the fuzzy sets 

corresponding to 𝑒𝑓(𝑖) and 𝑒𝑓̇(𝑖) in the j-th fuzzy rule, respec-

tively. 𝐶𝑗  is the fuzzy outputs corresponding to 𝜎 in the 𝑗-th fuzzy 

logical rule. The output membership grades for different fuzzy sets 
are derived from the rule table using the Mamdani fuzzy reasoning 
method, as seen in Fig. 9. The centre of gravity defuzzification 

method is selected to defuzzify the output fuzzy set: 

𝜎∗ =
∑ 𝐴𝑗(𝑒𝑓)𝐵𝑗(𝑒𝑓̇)𝜇𝑖

𝑛
𝑗=1

∑ 𝐴𝑗(𝑒𝑓)𝐵𝑗(𝑒𝑓̇)𝑛
𝑗=1

          (22) 

Tab. 1. Fuzzy Control Logic Rule Table 

 

 
   𝒆̇𝒇 

NB NM NS ZO PS PM PB 

 NB NB NB NM PM NM NB NB 

 NM NB NB NM PM NM NB NB 

 NS NM NM NS PS NS NM NM 

  𝐞𝒇 ZO NM ZO PM PB PM ZO NM 

 PS NM NM NS PS NS NM NM 

 PM NB NB NM PM NM NB NB 

 PB NB NB NM PM NM NB NB 

NB, negative big; NM, negative medium; NS, negative small; PB, positive 
big; PM, positive medium; PS, positive small; ZO, zero. 

In Tab. 1, 𝑛 is the fuzzy rule number, and 𝜇𝑗  is the member-

ship grade of the 𝑗-th fuzzy output, which takes values in [0, 1]. 
Suppose 𝑄𝜎  is the quantification factors of 𝜎 undergoing conver-

sion from the fuzzy domain to the basic domain, then 𝑄𝜎  can be 
given by: 

𝑄𝜎 =
𝐵𝜎

10
                  (23) 

Then, the precise values of σ can be denoted as: 

𝜎 = 𝑄𝜎𝜎∗            (24) 

3.3.3. Sigma boundary and stability 

To determine the σ boundary 𝐵𝜎 , a stability analysis is carried 
out in this section. Then, stability analysis is given according to 
the Routh criterion. 

Substituting Eq. (10) into Eq. (9) yields: 

𝑒𝑓(𝑡) =
𝑚𝑑

𝛾𝛽
𝑒̈̂(𝑡) +

𝑏𝑑

𝛾𝛽(1−𝛽)
𝑒̇̂(𝑡) +

𝑏𝑑

𝛾𝛽(1−𝛽)
𝜌(𝑡 − 𝑇) +

𝜎(𝑓𝑑(𝑡 − 𝑇) − 𝑓𝑒(𝑡 − 𝑇))          (25) 

Substituting the estimated position error 𝑒̂(𝑡) = 𝑒(𝑡) +
𝛿𝑝𝑒(𝑡), Eq. (25) is rewritten as: 

𝑒𝑓(𝑡) =
𝑚𝑑

𝛾𝛽
[𝑒̈(𝑡) + 𝛿𝑝̈𝑒(𝑡)] +

𝑏𝑑

𝛾𝛽(1 − 𝛽)
[𝑒̇(𝑡) + 𝛿𝑝̇𝑒(𝑡)] 

+
𝑏𝑑

𝛾𝛽(1−𝛽)
𝜌(𝑡 − 𝑇) + 𝜎(𝑓𝑑(𝑡 − 𝑇) − 𝑓𝑒(𝑡 − 𝑇))       (26) 

Reorganising Eq. (26) yields: 

𝑚𝑑

𝛾𝛽
𝑒̈(𝑡) +

𝑏𝑑

𝛾𝛽(1 − 𝛽)
𝑒̇(𝑡) − 𝑒𝑓(𝑡) +

𝑏𝑑

𝛾𝛽(1 − 𝛽)
𝜌(𝑡 − 𝑇) 

+𝜎(𝑓𝑑(𝑡 − 𝑇) − 𝑓𝑒(𝑡 − 𝑇)) = −
𝑚𝑑

𝛾𝛽
𝛿𝑝̈𝑒(𝑡) −

𝑏𝑑

𝛾𝛽(1−𝛽)
𝛿𝑝̇𝑒(𝑡)            (27) 

According to the stiffness model between the robot and the 

environment, which is 𝑓𝑒 = 𝑘𝑒(𝑝𝑒 − 𝑝𝑑) = −𝑘𝑒𝑒, after the 
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differential it becomes: 

𝑒̇ = −𝑓𝑒̇/𝑘𝑒  , 𝑒̈ = −𝑓𝑒̈/𝑘𝑒              (28) 

Substituting Eq. (28) into Eq. (27) yields: 

−
𝑚𝑑

𝛾𝛽
𝑓𝑒̈(𝑡) −

𝑏𝑑

𝛾𝛽(1 − 𝛽)
𝑓𝑒̇(𝑡) − 𝑘𝑒𝑒𝑓(𝑡) 

+
𝑏𝑑

𝛾𝛽(1 − 𝛽)
𝑘𝑒𝜌(𝑡 − 𝑇) + 𝜎𝑘𝑒(𝑓𝑑(𝑡 − 𝑇) − 𝑓𝑒(𝑡 − 𝑇) 

= −𝑘𝑒 (
𝑚𝑑

𝛾𝛽
𝛿𝑝̈𝑒(𝑡) +

𝑏𝑑

𝛾𝛽(1−𝛽)
𝛿𝑝̇𝑒(𝑡))                     (29) 

Let 𝑓𝑒(𝑡) = 𝑘𝑒𝛿𝑝𝑒(𝑡); then, adding the term 
𝑚𝑑

𝛾𝛽
𝑓𝑑̈(𝑡) +

𝑏𝑑

𝛾𝛽(1−𝛽)
𝑓𝑑̇(𝑡) at both sides, Eq. (29) could be represented as: 

 
𝑚𝑑

𝛾𝛽
(𝑓𝑑̈(𝑡) − 𝑓𝑒̈(𝑡)) +

𝑏𝑑

𝛾𝛽(1−𝛽)
(𝑓𝑑̇(𝑡) − 𝑓𝑒̇) − 𝑘𝑒𝑒𝑓(𝑡) +

𝑏𝑑

𝛾𝛽(1−𝛽)
𝑘𝑒𝜌(𝑡 − 𝑇) + 𝜎𝑘𝑒(𝑓𝑑(𝑡 − 𝑇) − 𝑓𝑒(𝑡 − 𝑇)) =

𝑚𝑑

𝛾𝛽
(𝑓𝑑̈(𝑡) − 𝑓̈

𝑒(𝑡)) +
𝑏𝑑

𝛾𝛽(1−𝛽)
(𝑓𝑑̇(𝑡) − 𝑓̇

𝑒(𝑡))       (30) 

Marking 𝑐(𝑡) = 𝑓𝑑(𝑡) − 𝑓𝑒(𝑡) and 𝑟(𝑡) = 𝑓𝑑(𝑡) − 𝑓𝑒(𝑡), 
Eq. (30) can be simplified as follows: 

𝑚𝑑

𝛾𝛽
𝑐̈ +

𝑏𝑑

𝛾𝛽(1−𝛽)
𝑐̇ +

𝑏𝑑

𝛾𝛽(1−𝛽)
𝑘𝑒𝜌(𝑡 − 𝑇) + 𝜎𝑘𝑒𝑐(𝑡 − 𝑇) +

𝑘𝑒𝑐 =
𝑚𝑑

𝛾𝛽
𝑟̈ +

𝑏𝑑

𝛾𝛽(1−𝛽)
𝑟̇                                                     (31) 

Combining Eq. (11) and Eq. (31) yields: 

 
𝑚𝑑

𝛾𝛽
𝑐̈ +

𝑏𝑑

𝛾𝛽(1−𝛽)
𝑐̇ + 𝜎𝑘𝑒(𝑐(𝑡 − (𝑛 + 1)𝑇) + ⋯ +

𝑐(𝑡 − 𝑇)) + 𝑘𝑒𝑐 =  
𝑚𝑑

𝛾𝛽
𝑟̈ +

𝑏𝑑

𝛾𝛽(1−𝛽)
𝑟̇        (32) 

Laplace transform of Eq. (32) is: 

  
𝑐(𝑠)

𝑟(𝑠)
=

(1−𝛽)𝑚𝑑𝑠2+𝑏𝑑𝑠

(1−𝛽)𝑚𝑑𝑠2+𝑏𝑑𝑠+𝑘𝑒𝛾𝛽(1−𝛽)

+𝜎𝑘𝑒𝛾𝛽(1−𝛽)(𝑒−(𝑛+1)𝑇𝑠+⋯+𝑒−𝑇𝑠)

         (33) 

The stability of Eq. (33) can be guaranteed by the characteris-
tic expressed as: 

  (1 − 𝛽)𝑚𝑑𝑠2 + 𝑏𝑑𝑠 + 𝑘𝑒𝛾𝛽(1 − 𝛽) + 𝜎𝑘𝑒(𝑒−(𝑛+1)𝑇𝑠 +

⋯ + 𝑒−𝑇𝑠) = 0          (34) 

Assuming that n is a sufficiently large number, and that the 

sampling rate 𝑇 is sufficient for ∑ 𝑒−𝑛𝑇𝑠 ≅ (1 − 𝑇𝑠)/𝑇𝑠∞
𝑛=1 , we 

substitute it into Eq. (34) to obtain: 

(1 − 𝛽)𝑚𝑑𝑇𝑠3 + 𝑏𝑑𝑇𝑠2 + 𝑘𝑒𝑇(𝛾𝛽(1 − 𝛽) − 𝜎)𝑠 + 
𝜎𝑘𝑒 = 0            (35) 

According to the Routh criterion, the Routh array is presented 
as:  

𝑠3    (1 − 𝛽)𝑚𝑑𝑇                  𝑘𝑒𝑇(𝛾𝛽(1 − 𝛽) − 𝜎) 

 𝑠2     𝑏𝑑𝑇                                𝜎𝑘𝑒 

 𝑠1    
𝑏𝑑𝑇2𝑘𝑒(𝛾𝛽(1−𝛽)−𝜎)−(1−𝛽)𝑚𝑑𝑇𝜎𝑘𝑒

𝑏𝑑𝑇
   0                              (36) 

 𝑠0     𝜎𝑘𝑒                          0                                  

To ensure the stability of the system, the coefficients of the 
first column and the coefficients of the characteristic equation 
must be positive, which is represented as: 

{

𝑏𝑑𝑇2(𝛾𝛽(1−𝛽)−𝜎)−(1−𝛽)𝑚𝑑𝑇𝜎𝑘𝑒

𝑏𝑑𝑇
 > 0

𝑘𝑒𝑇(𝛾𝛽(1 − 𝛽) − 𝜎) > 0
𝜎𝑘𝑒 > 0

         (37) 

Simplifying Eq. (37), the boundary of σ is: 

0 < 𝜎 <
𝑏𝑑𝑇𝛾𝛽(1−𝛽)

(1−𝛽)𝑚𝑑+𝑏𝑑𝑇
           (38) 

For a stable system, the steady-state error 𝑒𝑠𝑠 can be defined 
based on the Laplace transform. For convergence, the steady-
state error can be calculated as: 

𝑒𝑠𝑠 = 𝑙𝑖𝑚𝑠→0 𝑠𝐸(𝑠) =

𝑙𝑖𝑚𝑠→0 𝑠[
(1−𝛽)𝑚𝑑𝑇𝑠2+𝑏𝑑𝑇𝑠

(1−𝛽)𝑚𝑑𝑇𝑠3+𝑏𝑑𝑇𝑠2+𝑘𝑒𝑇(𝛾𝛽(1−𝛽)−𝜎)𝑠
+𝜎𝑘𝑒

− 1]𝑟(𝑠)       (39) 

When the input is a step function with the form as 𝑟 (𝑠)  =
1/𝑠, Eq. (39) yields a result as follows: 

𝑒𝑠𝑠 = 𝑙𝑖𝑚𝑠→0 𝑠(𝑐(𝑠) − 𝑟(𝑠)) = −1                       (40) 

The following conclusion can be reached from Eq. (40): 

𝑙𝑖𝑚𝑠→0 𝑠𝑐(𝑠) = 0 , 𝑙𝑖𝑚𝑡→∞ 𝑐(𝑡) = 0                       (41) 

Therefore, when 𝑡 → ∞, 𝑓𝑒 →  𝑓𝑑 . The contact force con-

verges to the desired force. Actually, even if 𝑟 (𝑠) is a slope  
or sine input as in simulations and experiments, the force tracking 
error tends to zero, and this also can be proven. 

3.4. Control effect analysis 

For position-based impedance control systems, hierarchical 
separation of position control and impedance control is a common 
structure nowadays. This means that the stability of the whole 
system can be divided into two subsystems: impedance control 
and position control. It is a reasonable assumption that the posi-
tion controller can achieve stable tracking in industrial robots. 
Therefore, we mainly study the stability of the impedance control 
part. The stability of the impedance control part is mainly com-
posed of the following parts: pre-PID regulator, fuzzy controller 
and FO-AIC. Similarly, the performance of the controller is related 
to these three parts, which can be seen in Tab. 2. (The table is 
obtained by simulation analysis, based on the selection variable 
method.) 

Tab. 2. The Control effect of pre-PID regulator, Fuzzy logic and FO-AIC 

Index 

Controller 

Force 
response 

(Tracking 
time) 

Force 
overshoot 

(Collision 
force) 

Force 
tracking 

(Tracking 
error) 

Pre-PID 𝑘𝑝(↑) High (↓) High (↑) Low (↓) 

Fuzzy 
logic 

𝜎(↑) Low (↓) High (↑) High (↓) 

FO-AIC 𝛼 𝑜𝑟 𝛽(↓) Low (↑) High (↓) Low (↑) 

FO-AIC, fractional order-adaptive impedance control. 

As can be seen from Tab. 2, each part has its own emphasis 
and strengths on the performance indicators of force control. The 
pre-PID can quickly improve the response speed and ensure the 
tracking accuracy, but at the same time will introduce a large 
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overshoot. FO tools can greatly reduce overshoot of force control, 

but it is insufficient in response time and tracking accuracy. The 𝜎 
can greatly affect the overshoot and tracking accuracy, and thus 
fuzzy logic is needed to determine dynamic adjustment based on 
the contact information. Therefore, in order to obtain a force con-
troller with fast response, small overshoot and high tracking accu-
racy, all three parts are indispensable. 

4. SIMULATIONS 

To verify the theoretical findings and controller performance,  
a series of simulation studies are conducted and presented in this 
section. To test the performance and adaptability of various strat-
egies in a dynamic continuous stiffness environment, the stiffness 
is designed as: 

𝑘𝑒 = 4000 + 800 𝑠𝑖𝑛 (
𝜋

2
𝑡)            (42) 

The motion process of the robot is as follows: first contacting 
the dynamic, uncertain surface to achieve a desired contact force, 
and then tracking the desired force. 

4.1. FO order impacts simulation 

 
Fig. 10. Performance comparison of FO-AIC and IO-AIC for (a) constant  
              force; (b) slope force; (c) sine force with dynamic stiffness. 
              FO-AIC, fractional order-adaptive impedance control;  
              IO-AIC, integer order adaptive impedance controller 

 

Fig. 10 shows the simulation results of FO-AIC and IO-AIC for 
a constant force, a slope force and a sine force, respectively. 
0~1s is the initial contact state, 1~5s are the tracking state. As can 
be seen in the contact stage, as the order decreases, the force 
overshoots also decrease, which indicates that the smaller the 
order, the smaller the collision force. Meanwhile, we can see that 
the force tracking has a slight improvement in the tracking stage, 
but not much. Therefore, the proposed FO-IC can greatly reduce 
force overshoots in the initial contact phase compared with IO-IC, 
and this effect has strong adaptability and robustness for various 
tasks. 

4.2. 1-DOF robot contact force tracking simulation 

The basic impedance parameters 𝑚𝑑 = 1 𝑁𝑠2/𝑚 and 
𝑏𝑑 = 44 𝑁𝑠/𝑚 are selected based on experiences (here refer-
ring to the benchmark). Modelling uncertainty is introduced  
in simulation implementations by considering the estimated mass 
𝑚̂𝑟 = 0.8 𝑘𝑔 instead of the real mass 𝑚𝑟 = 1 𝑘𝑔. The position 
controller is designed with high gains to achieve good position 

tracking, which is common in practice. The unmoulded friction Ff 
is assumed to have a form, with 𝑐𝑣 = 1.2 𝑁𝑠/𝑚 and 𝐹𝑐 = 4 𝑁 
as the coefficients of viscous and coulomb friction: 

 𝐹𝑓 = −𝑠𝑖𝑔𝑛( 𝑥̇)(𝑐𝑣 |𝑥̇| + 𝐹𝑐 )                                       (43) 

 
Fig. 11. Constant force control performance comparison of Fuzzy-FO- 
             AIC with other controllers. Fuzzy-FO-AIC, fuzzy FO adaptive  
             impedance control 

Figs. 11 and 12 show the force response, overshoots and 
tracking performance of the classical control methods (IO-IC [7], 
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IO-AIC [12]), Fuzzy-IO-AIC [19], contrast controller (FO-IC [30], 
FO-AIC [21]) and the proposed Fuzzy-FO-AIC control strategies in 
different scenarios. (The FOs are all replaced by the FO with 
IOA.) 

First, the transient response of the step and sine force are 
shown in Fig. 11 (a) and Fig. 12 (a) with a time range of 0-1 s, 
respectively. The contact force has a stronger vibration and force 
overshoots in IO-AIC at the initial contact stage, followed by 
Fuzzy-IO-AIC, IO-AIC and FO-AIC. However, both FO-IC and 
Fuzzy-FO-AIC have a superior force overshoots suppression 
ability. Lateral results’ comparison show that FO tools have better 
vibration suppression than IO due to their natural damping effect. 
Longitudinal results’ comparison shows that a smaller σ has a 
smaller force overshoot. Taken together, the Fuzzy-FO-AIC actu-
ally achieve the double damping effect, which indicates that this 
approach has the best force overshoots suppression ability. 

 
Fig. 12. Varying force control performance comparison of Fuzzy-FO-AIC  
              with other controllers. Fuzzy-FO-AIC, fuzzy FO adaptive  
              impedance control 

Then, the corresponding steady force tracking performance is 
highlighted in Fig. 11(b) and Fig. 12(b) with a time ranging from 
1 s to 5 s. Unlike the vibration collision phase, IO-IC and FO-IC 
have the worst tracking effect of all. IO-AIC, FO-AIC and their 
adaptive versions Fuzzy-IO-AIC, Fuzzy-FO-AIC have the best 

tracking effects since all their σ ups to the upper bound. There-
fore, it can be concluded that the force tracking accuracy of either 

FO or IO depends only on the value of 𝜎, the larger σ and the 
higher precision. In theory, the Fuzzy-IO-AIC and Fuzzy-FO-AIC 
controllers all can achieve more accurate force tracking effects 

owing to the fact that the σ boundary can be enlarged by the pre-
PID regulator. 

 

 
Fig. 13. 6-DOF robot force control grinding simulation 

From the simulation results and analysis, we observe that in-

troducing fuzzy adaptive 𝜎 can effectively balance the impact 
force and tracking requirements. Meanwhile, FO is used to further 
enhance control system stability. Hence, the Fuzzy-IO-AIC control 
strategy is the best choice of all to achieve a superior force con-
troller, namely one with the characteristics of high force tracking 
and no overshoots. 

4.3. 6-DOF robot dynamic contact simulation 

The Fuzzy-FO-AIC is arranged in the form of a 6-DOF robot 
(PUMA560) for the polishing simulation study, with force control in 
the x-direction of the motion constraint, and motion control in the 
remaining directions, as indicated in Fig. 13(a). Basic cartesian 

impedance parameters are set: md = 30 Ns2/m and bd =
120 Ns/m; and the approximation coefficient of FO is β = 0.7. 
The robot is controlled by inverse dynamics plus joint servo for 
motion tracking, with PD parameters kp = 1e3 and 𝑘𝑑 =
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35.The sampling period is 4 ms. 
Fig. 13(b) shows the IO-IC, IO-AIC, Fuzzy-IO-AIC and Fuzzy-

FO-AIC in the contact phase. It can be seen that IO-AIC also 
exhibits a large overshoot behaviour, and as the update rate 
decreases, the vibration overshoot has a great reduction in IO-IC 
and Fuzzy-IO-AIC, but does not disappear completely. In contrast, 
there is almost no overshoot in Fuzzy-FO-AIC. As can be seen 
from the steady-state tracking phase in Fig. 13(c), the IO-IC track-
ing accuracy is poor at about 10.5%, while the IO-AIC, Fuzzy-IO-
AIC and Fuzzy-FO-AIC tracking accuracy improves at about 7%. 
The Fuzzy-FO-AIC demonstrates a transient and steady-state 
control performance that is much better than the current common-
ly used impedance control strategies. Essentially, fractional-order 
impedance can further improve the tracking accuracy to a certain 
extent by appropriately increasing the update rate due to its better 
stability. 

5. CONCLUSIONS 

The significance of the robot contact operation has been 
growing recently due to the introduction of interactive robots. 
Maintaining the high speed, stable, smooth contact and high 
precision force tracking indicators are some of the highly challeng-
ing aspects involved in force controller design. Additionally, these 
demands are among the most common issues in real robot appli-
cation. 

In this paper, the Fuzzy-FO-AIC is proposed to manage dy-
namic contact force tracking in an uncertain environment (e.g., 
polishing tasks). The need to adjust the dynamic update rate and 
maintain the superiority of FO control are highlighted. A fuzzy 
logic controller inferring the update rate on-line is applied and the 
stability and boundary are analysed. Meanwhile, an IO approxi-
mate method using percentage to simplify fractional control is also 
provided and verified through simulation. The simulation results all 
show that Fuzzy-FO-AIC can improve the dynamic force tracking 
performance, significantly in an uncertain environment, better than 
other previous controllers. In particular, FO control enables more 
effective control and provides more flexibility to adjust stability 
than IO, making it well suited for robotic applications involving 
force control. Furthermore, the reported methodology can be 
expanded to force control in other tasks where an unknown envi-
ronment is easily distorted or manufacturing requires force control 
based on industrial robots. 
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Abstract: Subtracting manufacturing technologies have entered that realm of production possibilities which, even a few years ago, could 
not be directly adapted to direct production conditions. The current machines, i.e. heavy, rigid cutting machines using high spindle speed 
and high feed speed, allow for manufacturing very thin and relatively long parts for use in the automotive or aerospace industry. In addition, 
the introduction and implementation of new 70XX aluminium alloys with high strength parameters, as well as monolithic diamond cutting 
tools for special machining, have had a significant impact on the introduction of high-speed machining (HSM) technologies. The main ad-
vantage of the applied manufacturing method is obtaining a very good smoothness and surface roughness, reaching even  
Sz = 6–10 μm and Sa <3 μm, and about four times faster and more efficient machining compared to conventional machining (for the beam 
part). Moreover, fixed and repeatable milling process of the HSM method, reduction of operational control, easy assembly of components 
and increase in the finishing efficiency compared to other methods of plastic processing (forming) are other benefits. The authors present a 
method using HSM for the manufacturing of aircraft parts, such as the chassis beam at the front of a commuter aircraft. The chassis beam 
assembly is made of two parts, front and rear, which – through a bolted connection – form a complete element replacing the previous part 
made using traditional technology, i.e., cavity machining, bending and plastic forming. The implementation of HSM technology eliminates 
many operations related to the construction of components, assembling the components (riveting) and additional controls during construc-
tion and assembly.  

Key words: aviation, high-speed machining, milling, thin-walled parts, integral structures 

1. INTRODUCTION 

Aircraft constructions require meeting three basic criteria: ad-
equate strength, rigidity and minimum weight of the structure. 
These features determine the cross-sectional areas and the mini-
mum dimensions of the thickness of the structural elements. Small 
local buckling of the elements of an aircraft structure (frames, 
spars, ribs, etc.) is acceptable for different payload capacities and 
weight scenarios, but surpassing the load limits of components 
practically guarantees the structure’s destruction, due to the low 
construction safety factor.  

Therefore, the methodology behind the design and fabrication 
of airplane components requires constant improvements. Rapid 
progress in materials science and manufacturing systems permits 
the production of aggregate parts of complex shapes. Such inte-
gral assemblies make it possible to apply material properties in a 
more appropriate way and also enable a substantial boost in the 
mechanical parameters of their primary framework. The most vital 
benefit from implementing the aggregate parts is the cost savings 
from the minimisation of steps in manufacturing. Rib T-shape 
elements significantly increase strength and reduce the weight of 
the structure. Owing to this, a structure with substantially im-
proved capacity limits can be manufactured by lowering thick-
nesses and utilising hardened longitudinal parts that are spaced 
appropriately [11].  

The current trend in the development of subtracting manufac-

turing is the growth in the cutting velocity. A very large increase in 
cutting speed occurred with the introduction of new tool materials 
and tool coatings that increase durability [6]. It can be assumed 
that cutting speeds used during high-speed machining (HSM) are 
5–10 times greater than conventional cutting speeds, which de-
pend on the type of material being machined [13]. To define the 
HSM process, different values are used to characterise the cutting 
process. These values include cutting forces, friction force in the 
cutting zone, specific cutting energy and the ratio of the spindle 
motor power demand to its maximum rotational speed. 

The growing interest in HSM, especially in the aviation indus-
try, is associated with a number of benefits obtained after the 
implementation of cutting at high speeds. The effect of the in-
crease in the rotational speed is a reduction in the machining time 
and, thus, an increase in machining efficiency. Other additional 
beneficial effects of the introduction of high-speed milling can 
include a reduction in the cutting forces needed, a reduction in the 
percentage of cutting heat penetrating through 88% of the work-
piece, reduction in the roughness of the treated surface, as well 
as greater processing capabilities in thin-walled elements and 
more favourable chip forms.  

It is assumed that HSM begins when increasing the cutting 
speed vc results in a decrease in cutting forces, which can be 
expressed by the following expression: 

𝜕𝐹

𝜕𝑣𝑐
< 0, for HSM                    (1) 
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𝜕𝐹

𝜕𝑣𝑐
> 0, for conventional treatment [9]         (2) 

High-speed milling was first used to produce small elements 
of aircraft constructions approximately 12 years ago. However, the 
use of this method for an entire assembly, such as the front chas-
sis beam, is a great process and product achievement. The front 
chassis beam is a critical structural element of the aircraft, which 
is subjected to special supervision and control during the entire 
production process, not only due to its external dimensions of 
3,000 × 500 mm but also due to the significant loads it bears 
during the touchdown phase of the aircraft’s flight, where, in some 
significant cases, non-axial forces may occur. In the presented 
work, the authors, as part of the planned works for the project, 
developed and made a prototype of the chassis beam assembly 
using high-speed milling technology. This technology makes it 
possible to create elements that have a complicated shape with a 
small wall thickness of the reinforcing ribs. 

In a series of preceding tests, the authors checked and 
demonstrated the application of the high-speed milling method for 
another construction part, i.e. the front beam of the aircraft [4]. It 
was proved that it is possible to obtain a minimum wall thickness 
of <0.6 mm for a ribbed plate without losing the required geometry 
of the structural element. Obtaining the minimum wall thickness of 
the ribbed plate allows for a significant reduction in product weight 
of up to 20% compared to conventional solutions. The use of the 
high-speed milling method to create integral parts additionally 
reduces the number of fastener elements necessary to connect 
the entire assembly. 

Manufacture of the thin-surfaced parts comes with many tech-
nical problems related to distortions and alterations of the part 
resulting from its elasticity and plasticity. Vibrations can be caused 
by deformations of the ground part, and thus, flaws may occur in 
the structure’s shape. In addition, permanent deformities can also 
generate geometric errors and cause interior stress in the outer-
most sheet, which are rather challenging to reduce and result in 
deformity of the post-machining part. This results in expanded 
fabrication expenses for production processes, particularly for 
thin-sided parts, resulting from low quantities and greater fabrica-
tion time [12]. 

The commonly used rule for choosing materials to be used in 
the manufacture of aircraft is the durability-to-weight relation. 
Elements are devised and the proper materials (aluminium, titani-
um, steel and composite) are chosen depending on the aircraft’s 
capacities [5, 7]. Full block material, a forging, or a casting is used 
for workpieces. Composites, aluminium alloys and titanium alloys 
are the most commonly used materials for aircraft constructions. 
Considering the implementation of composite materials in aircraft 
structures, fatigue failure analysis needs to be taken into account 
[8]. Lately, intense corporate rivalries within the aviation industry 
have resulted in the rather rapid growth of contemporary fabrica-
tion processes. 

Nowadays, many aircraft parts are fabricated for off-the-shelf 
sale from a full amount of material. The aggregate parts of aircraft 
usually demand deletion of up to 98% of the raw material during 
the course of manufacturing. To successfully fulfil such mass 
production processes, it is essential that the most economical 
methods be utilised so that the manufacturing can be profitable. 
High-speed milling technology creates or enhances this possibil-
ity. Furthermore, the fabricated workpieces are homogeneous and 
possess improved mechanical properties. The absence of joints 
fastened with rivets leads to a lower weight piece structure with a 

better strength-to-weight ratio [1]. An aircraft beam structure made 
of stamped, bent and riveted sections is shown in Fig. 1. The 
same structure can be successfully made using the HSM technol-
ogy, which vastly saves manufacturing time and labour intensity 
(Fig. 2). 

 
Fig. 1. Structure of aircraft beam designed for HSM made of stamped 
           and bent sections. HSM, high-speed machining 

 
Fig. 2. Structure of aircraft beam designed for HSM milled  
            using the HSM method. HSM, high-speed machining 

The modern CAM systems do not just calculate a tool’s path-
way but are also utilised for its checking, authentication and opti-
misation with the goal of reducing the number of errors.  

The essence of the aerospace industry sector is low-quantity 
manufacturing which necessitates elasticity immediately at the 
technological fabrication preparation phase, wherein unified CAD 
and CAM programmes are particularly helpful.  

The design scheme for production of thin-sided complex as-
semblies made for the aeronautics industrial sector necessitates 
consideration of the standard conventions recommended for the 
programming of CNC machines, as well as the special features of 
thin-sided parts with a high proportion of wall height to wall thick-
ness, especially whenever HSM is used. For this technology, it is 
crucial to select a proper fabrication procedure, particularly for flat, 
thin-sided aircraft parts, such as frameworks, beams, ribs, etc. In 
such cases, the wall’s ratio of height-to-wall thickness is the nor-
mal parameter. 

This relationship represents the elastic rigidity of the part and, 
specifically, the malformations that take place during production. 
To minimise wall bending, the most suitable amount of tool runs 
should be utilised. Additionally, the time of machine-to-part con-
tact should be minimised by using a high cutting speed and a low 
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ratio of cut depth ap to cut layer width ae. The solidity of the tool 
and the machined wall is of great importance to the process. In 
areas where there is weaker support of the thin-sided piece, 
reverse milling should be used. For a height-to-thickness ratio 
<15:1, machining should be done for only one side of the part’s 
surface, in non-overlapping passes. Grinding should be repeated 
for the reverse side and an allowance must be made for finish 
production [10, 17]. 

2. CHARACTERISTICS OF HSM METHODS 

The aerospace industry uses thin-walled pocket constructions 
made of aluminium alloys, which ensures low mass and high 
stiffness. They constitute up to 60% of the product weight. As 
blanks for their production, plates of a certain plastically pro-
cessed thickness are used above all. Due to significant weight 
loss of up to 98%, modern, high-performance machining methods, 
such as milling: HPC roughing and HSC finishing machining, are 
used when making thin-walled parts. 

The main problem encountered during the machining of thin-
walled structures is their elastic and plastic deformations, which 
occur during the milling of thin-walled elements. After removing 
the load, the wall resiliently returns to its original position. The 
tool-holder-spindle layout also resists elastic deformation. HSM of 
deep, thin-walled pocket constructions requires the use of tools 
with large overhangs, which increases the deformation of this 
system. 

Elastic deformation of the tool and the workpiece, in addition 
to shape errors, may cause process instability, which affects the 
quality of the work surfaces. This lack of machining stability re-
sults in the development of vibrations and the so-called “chatter” 
of the machined wall. 

Stabilisation of machining conditions can be achieved through 
the appropriate selection of cutting parameters or the use of tools 
with geometry that reduces the vibration tendency. In order to 
minimise the vibrations, tools with different blade pitches and 
variable helix angles are used. Due to different helix angles, suc-
cessive cutting edges produce chips with variable cross-sections. 
This ensures reduced harmonic vibrations and reduced cutting 
forces, which allows the efficiency of the machining process to be 
increased. 

Increasing the cutting speed to the range corresponding to the 
HSC machining results in lower cutting forces, which reduces the 
distortion of both the thin-walled elements and the tool. Reduction 
of the cutting forces, especially the component perpendicular to 
the machined surface, which has the greatest impact on wall 
deformation, can also be obtained by optimising the cutting pa-
rameters, i.e. feed fz, depth ap and cutting width ae. Lower cutting 
resistance generates lower machining stresses, which reduces 
deformation of the workpiece and ensures higher quality and 
accuracy. Additionally, the rise in the cutting velocity has an ad-
vantageous effect on the surface quality, which is characterised 
by a greater regularity in machining marks and lower roughness 
and waviness in relation to the machined surfaces with classic 
cutting parameters. 

When machining the high walls of the elements, it is advisable 
to apply the appropriate machining strategy. The experience of 
the authors allows distinguishing the following methods of pro-
cessing: 

 Method I – separate treatment of each side of the wall (re-
commended at a wall height-to-thickness ratio of <15:1), 

 Method II – alternate processing of both sides of the wall for a 
constant level – (height-to-thickness ratio of <30:1), 

 Method III – alternating machining of both sides of the wall 
with a level difference – (height-to-thickness ratio of <30:1), 

 Method IV – alternating processing of both sides of the wall 
with a constant level and increasing wall thickness towards its 
base (height-to-thickness ratio of >30:1). 
For roughing thin-walled elements, counter-rotational milling is 

recommended for all strategies. A finishing allowance of approxi-
mately 0.2–1.0 mm should be left for the finishing treatment, 
depending on the final wall thickness. However, these machining 
methods have some drawbacks as follows: 

 Multiple tool passes introduce additional stresses of their own, 
which can have a significant influence on the formation and 
form of deformation of the machined walls. 

 Making subsequent passes after previous machining marks 
may cause a regeneration effect and, thus, loss of stability of 
the treated wall. 

 During machining of subsequent layers and contact of the 
cutting edge of the tool with the previously machined surface, 
it accelerates the tool wear and causes loss of quality in the 
machined surface. 
The above factors make it increasingly advisable to finish the 

thin walls at their full height. However, this requires the use of 
tools with appropriate geometry characterised by different blade 
pitches and a variable or differing helix angle. Densely ribbed 
structures are often used in aviation structural elements. They 
have the form of thin-walled elements with complex geometry and 
a significant depth of recesses between the ribs. This type of 
machining requires the use of “slender” tools with large overhangs 
and therefore low stiffness. Providing high performance involves 
the deformation of both the machine and the part, which affects 
the accuracy of the shaped walls. 

In the case of HSC machining, mainly monolithic diamond 
tools and heat-shrinkable holders are used to ensure secure and 
accurate fastening [2, 3]. In HSC machining, especially when the 
tool reach is increased, its dynamic balancing is decisive. Poor 
balancing, like the low stiffness of the tool, may cause it to lose its 
stability during operation and may adversely affect the spindle-
bearing arrangement. 

The HSM machining process requires the use of synthetic 
cooling and lubricating fluids, which are primarily characterised by 
good machining properties. The lubricating fluid used in the re-
search-and-development (R&D) works was an emulsion called 
HYCUT ET 46 (Oemeta company). 

3. EXPERIMENTAL PROCEDURE  

In the authors’ own research, the use of HSC machining in 
the production of aircraft construction components was ad-
dressed. In the production of the most heavily loaded compo-
nents, aluminium alloys from the 70XX group are used. Rigid 
alloys are characterised by high plasticity, and their mechanical 
properties depend on the chemical composition of a given alloy. 
The increase in strength of these alloys is achieved by heat treat-
ment. In addition, increase in strength is obtained by strengthen-
ing the work-up during cold forming in combination with precipita-
tion hardening. Multi-component aluminium alloys with alloy addi-
tions such as Mg and Cu, known as zinc dural, show the highest 
strength properties among all aluminium alloys. In the hardened 
state, their yield point ranges from Rp0.2 = 600 MPa to 
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Rp0.2 = 700 MPa and tensile strength ranges from Rm = 700 MPa 
to Rm = 780 MPa. Heat treatment of 70XX alloys consists of re-

crystallising annealing at 390–430 C and precipitation hardening. 

Saturation is carried out at a temperature of 465–480 C. Ageing, 

however, is done at a temperature of 120–150 C. In the shaping 
of aeronautical elements from aluminium alloys, the aim is to 
make milling the basic machining process used in their produc-
tion. 

The material used in the research was 7075 T6 aluminium al-
loy with tensile strength properties in the supersaturated state 
(Fig. 3). The chemical composition of the material is given below 
(Tab. 1, Tab. 2): 

Tab. 1. Chemical composition of the 7075 T6 aluminium alloy [%] 

Al Mg Cu Mn Zn Si + Fe 

89.72 1.6 0.09 0.11 0.03 2.5 

 
Fig. 3. Stretching chart of an aluminium alloy sample 7075  
           for the supersaturation condition T6 

Tab. 2. Mechanical properties of the 7075 T6 aluminium alloy  

             tested at a temperature of 21–22 C 

Rm 565 MPa 

Yield strength Rp0.2 520 MPa 

Young’s modulus E 72 GPa 

Poisson’s ratio ν 0.33 

Elongation 13,5% 

Hardness (Fig. 4) 180 HV1 

 

Fig. 4. Ageing at the temperature of 150 C for 24 h with air cooling 

Blocks with dimensions of 1,055 mm × 510 mm × 50 mm, with 
a total weight of 76 kg, were used as semi-completed products 
and were delivered in a solution state. 

The size of the workpieces was 1017.5 mm × 354 mm 
× 48 mm. The thicknesses of the walls were 1 mm, 2 mm, 3 mm 

and 5 mm. The biggest open, flat surfaces (devoid of ribs) were of 
size 338.5 mm × 108.8 mm × 1 mm. The ratio of the ribs’ height to 
their thickness, h/g, was in the range between 9.6 and 28.5. The 
radius passing between the walls and the ribs was 1.5 mm. The 
roughing was carried out with a spindle having a rotational velocity 
of n = 22,500 rev/min (cutting tool d = 12 mm) and finishing 
n =45,000 rev/min (cutting tool max d = 6 mm); this was meant to 
get the machining datum surfaces prepared for later operations. 
The workpiece was attached to the machining table using pres-
sure clamps and the machining was done in a dual-phase pro-
cess: shaping and finishing. Two parts were fabricated concur-
rently on the two machines, while equal and unequal machining 
processes of the pockets were used. For the first, the beam re-
ceptacles were positioned symmetrically to the part’s axis and 
they were fabricated in an alternating fashion. For the unequal 
machining, the receptacles were ground intermittently in relation 
to the axis running through the symmetry of the beam. For such a 
method, internal malformations of the beam were roughly calcu-
lated after the machining phase.  

Production of the two-sided beam receptacles required prepa-
ration of the machining foundations in which the supports needed 
to rest and position the part on the milling machine. Therefore, a 
rim with holes forming cylinders was created from the semi-
finished material. The rim was a machining datum surface and the 
holes permitted the part to be fastened to the machine table (Fig. 
5). The supports were only added on an as-needed basis and 
were excised after completion of the last beam fabrication opera-
tion. 

Based on the presumption of the manufacturing documenta-
tion, the limits of the linear parameters of the beam are estab-
lished by the norm BN-85/3813-79: Deviations of non-tolerated 
dimensions, shape and location for aviation products.  

For the beam’s sides, the tolerances are as follows:  

 g = 0.8–5 mm; deviations: ±0.05 mm. 

 For the rib height:  

 h = 11.9–40 mm; deviations: ±0.1 mm.  

 For the overall dimensions:  

 1,017.5 mm × 354 mm; dimensions: ±0.3mm. 

 
Fig. 5. Chassis beam made using the HSM method  
            with two integral parts. HSM, high-speed machining 

The mechanical tooling of the beam was performed in two 
phases: pre-machining and finishing. The number of machine runs 
in all cases was determined by the wall measurements and the 
axial cut depth. The fundamental obligation of the machining 
process was to guarantee as minimal malformation of the ribs as 
possible and also to secure appropriate surface roughness during 
the finishing machining. In the fabricated beam, 1.5 mm finishing 
tolerances were used for large part surfaces and 0.1 mm on the 
rib walls with a thickness of 0.8–3 mm. To reduce the wall deform-
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ity, the time needed to connect the tool and the part being ma-
chined had to be shortened. This was achieved by using high-
speed cutting (i.e., high tool rotation speed). The later treatment, 
which established a high degree of machining precision of the 
smooth beam walls (the height-to-thickness ratio was maintained 
somewhere <30), was done to maintain a proper machining strat-
egy. The most effective way was intermittent receptacle machin-
ing with a switch in machining sides and keeping the machining at 
equal amounts for each pocket. While machining thin sides, it is 
generally suggested that one grind in reverse. The weight of the 
complete, final frame was 4.65 kg (1.8 kg upper + 2.85 lower) and 
the weight of the initial material was 186 kg (76 kg + 110 kg), so 
the part’s weight was 2.2% of the material started with; 97.8% of 
the semi-finished material was recycled into chips. This equals a 
“buy-to-fly” ratio (weight of the starting material to the weight of 
the final product) of 39. This technical process can be used for 
thin-sided structure manufacturing, wherein the chips’ mass can 
be up to 97.8% of the starting material. It should be underscored 
that the beam’s weight is 4.65 kg. 

By introducing the HSM technology, in relation to classic mill-
ing methods, currently designed aircraft structures consist mainly 
of integral thin-walled elements, which were previously produced 
by plastic forming technologies and then joined using welding or 
riveting technologies. In the HSM technology, after machining, 
these parts are directly assembled in the semi-assembly or as-
sembly process, bypassing the assembly into larger assemblies. 
Achieving high efficiency of HSM of high-strength aluminium 
alloys, especially in roughing, requires machine tools with high 
rigidity and high power on the machine spindle. 

The time needed to manufacture the frame (including software 
preparation time) was 250 h (CAM software) and 300 h (time of 
milling). The manufacturing time of the beam can be minimised to 
30 h for the production series by applying the successfully tested 
control system and the lessons learned through the mock-up 
processing. The roughing time of the beam is estimated to be 
around 20 h, and the finishing takes around 10 h, which comes to 
about 30 h in total to fabricate the frame using the HSM tech-
nique. A comparison of the HSM technology to the conventional 
machining process shows that about 4 times as many hours are 
necessary to fabricate the beam by traditional milling methods. 
The authors of the work, together with the industrial consortium, 
plan to develop the technological process and complete the con-
struction of an entire integral beam of the aircraft front chassis 
using HSM technology, without the need to divide it into front and 
rear parts combined with bolts. This possibility results from the 
recent purchase of an appropriate machine tool. Moreover, for 
wall machining with a height-to-thickness proportion <15, the 
effect of structural malformation defects on the geometric accura-
cy of the part is insignificant. In the case of narrower walls, this 
outcome becomes detectable and should be kept to a minimum 
through fine-tuning of the machining parameters, i.e., piece feed 
rate, milling extent, machining direction, etc. 

4. QUALITY OF SURFACE  

Inspection of the geometric dimensions and surface rough-
ness of the processed beam allows us to draw a number of inter-
esting conclusions. The surface quality after milling depends on 
the type of material to be machined and the geometry of the cut-
ting tool. The cooling conditions have a substantial effect on the 
results of the treated surface. Cooling with emulsion significantly 

improves the surface roughness. During milling of the above-
mentioned beam, a surface roughness of Sz = 6–10 μm and Sa 
<3 μm was obtained (Fig. 6). 

 
Fig. 6 Points of control measurements of wall thickness using CMM 
and micrometre methods 

During milling with end milling cutters, with both conventional 
machining and with increased cutting speed, the best surface 
quality was obtained after machining with a diamond tool. The 
processing was carried out with a diamond milling cutter of 
d = 12 mm and d = 6 mm, respectively. The milling width was 
ae = 10 mm and ae = 5 mm, respectively. The choice of the dia-
mond tool resulted from our own preliminary tests, where a tool 
with the carbide plate was used to chip off the cutting edge and 
this process subsequently destroyed the sample. This cannot be 
allowed when machining expensive integral parts. After machining 
of series 7075 alloys, the roughness of the machined surface was 
improved as seen by measuring the following parameters: Sa 
(arithmetic average of the roughness profile); Sz (the largest 
height of the profile). Increasing the feed above fz = 0.2 mm per 
blade results in a significant increase in roughness. 

The beam’s specifications were assessed by an optic scanner 
in order to verify its geometry, linear measurements and spatial 
displacements (Fig. 7). This study helped us to ascertain the 
geometric parameters of specific beam details and to produce 
computerised and relief maps displaying the beam’s stereometry. 
These maps mainly allowed assessment of the malformation 
potential of the large beam exterior. Such defects can occur due 
to internal tensions produced in the part throughout the mechani-
cal treatment phase [15, 16, 17]. Dimension evaluation showed 
that the irregularities of the linear measurements were within the 
forecast tolerances. The deformities of the workpiece occur pri-
marily near the shorter axis of symmetry, and the shifts are sym-
metrical in the direction of the longer axis of symmetry. The big-
gest relative displacement value is 0.31 mm. Precise measure-
ments are assured by the optical scanner, with a margin of error 
of ±0.25 mm. Nonetheless, this technique demonstrates – in a 
dependable way – what deformities should be foreseen in the 
machining of parts of a similar component. For an exacting as-
sessment of the ribs’ wall thicknesses, which are the most signifi-
cant when considering structural durability, the walls were meas-
ured with a micrometer. The measurements were made at the 
ribs’ points that were forecast to be most susceptible to malfor-
mations during the machining process – at the rib’s base and at 
the rib’s top. 

To estimate the form, measurements and spatial displace-
ments of the beam as a complete sub-assembly, the beam was 
evaluated on a control instrument that is used to study the beam 
present in current aircraft (Fig. 8). Research has shown that the 
beam measurements fall within the tolerances forecast in the 
technical documents. The measurements also met the local 
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standard BN-85/3813-79, which was utilised for verifying unac-
ceptable distortions and shapes. 

 
Fig. 7. Graphic representation of the roughness of the measured surface, 
           Sa = 0.275 μm – arithmetic means of discrepancy of the surface’s  
           unevenness from the reference plane: (a) transition area between  
           the machining marks; (b) homogeneous machining area; (c) view  
           of the measurement zone 

 
Fig. 8. The size of displacements of the beam elements measured  
            by the GOM optical scanning method. The values  
            of displacements reach positive and negative values due to  
            the elastic stresses of the material after HSM treatment.  
           The maximum brown values are due to wall thickness <1 mm  
           of the pocket between the ribs with a relatively great height –  
           40 mm. HSM, high-speed machining 

The application of HSM for thin-walled aircraft beams is 
achievable owing to the exactness of the workpiece and the ma-
chining potential of the Al7075 aluminium alloys. A suitable cutting 
parameter choice yields good surface waviness and roughness 
[1].  

In the case of machined walls having a height-to-thickness ra-
tio <30, the effect of the structure’s deformity on the part’s param-
eter precision is negligible, and it still lands within the tolerances 
of the milling machine. For larger walls’ slenderness, this impact 

starts to become noticeable and should be reduced by proper 
selection of the cutting velocity (workpiece feed rate, cutting 
depth).  

Maintaining dimensional-shape precision throughout the ma-
chining process necessitates an appropriate choice of the techno-
logical bases to secure the mounting technique for the workpiece. 
In composite spatial components, some extra foundations ensur-
ing mount solidity should be utilised and later removed during the 
final processes. The final HSM application permits the manufac-
turer to reduce the work machining hours. 

The finished part is an integrated structure that replaces the 
same parts currently manufactured using plastic processing of 
individual parts (38) and then assembling those using fasteners. 
The entire manufacturing time for individual elements of the beam 
was >5 times that of the suggested HSM method. Augmenting the 
advantages resulting from the lowered manufacturing time of the 
beam, other benefits of the suggested technology are the quality 
and precision of the fabrication, in addition to the desirable rough-
ness class of the part surfaces [18, 19].  

During the machining process around the tip of the cutting 
tool, a plastic deformation of the workpiece is created, which, after 
removing the factor causing it, causes the formation of compres-
sive residual stresses in the surface layer (Fig. 9). In addition, 
during cutting, heat is generated (related to, among others, fric-
tion), leading to large differences at temperature and thermal 
stresses exceeding the yield point of the material and, conse-
quently, to tensile residual stresses in the surface layer. In fact, all 
these factors influence the state of residual stress, but their inten-
sity may vary. However, it is assumed that after machining, the 
surface layer is dominated mainly by mechanical stress (pressure) 
and – acting in the opposite direction – thermal stress (tempera-
ture). The mechanical model corresponds mainly to machining, 
while the thermal model is characteristic of abrasive machining 
and the high-speed machining of HSC. The residual stress after 
machining occurs at depths of several tenths of a millimetre. 

The residual stresses arising during the cutting process de-
pend on many factors, including the following: 

 depth of cut 

 feed 

 cutting speed 

 the geometry of the cutting tool 

 cooling conditions 

 properties of the processed material and 

 degree of wear of the cutting tool. 

 
Fig. 9. The deformation of a thin-walled element caused during  
            machining on a five-axis machine tool CNC measured  
            in external points 
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5. SUMMARY 

The tests of machined samples and elements of aircraft con-
structions made of alloy 7075 using the HSM method confirmed 
the overall suitability of this machining method in the manufacture 
of thin-walled airframe structures. First of all, HSM allows one to 
make components with a tolerance of 0.05 mm, which is satisfac-
tory for such parts. 

Application of the HSM method to thin-walled elements (thick-
ness: 0.8–2.5 mm) results in changes in the state of the top layer 
(stresses, plastic deformations), followed by displacement of thin 
walls at the level of 0.6 mm, which should be considered during 
thin-wall machining of ribs and large free surfaces. This phenom-
enon can be partially counteracted by supporting the surfaces 
treated with elements of high stiffness. 

The tests were conducted at a cutting velocity of 
Vc = 830 m/min for roughing and Vc = 1,200 m/min for finishing 
machining, respectively. In any case, the cutting process was very 
stable. No vibrations were observed, which caused a degradation 
of the surface quality of the worked part, especially surface undu-
lation and roughness. Surface roughness of Ra = 0.6–2 μm was 
obtained, with higher values referring to the middle points of free 
surfaces (plate with dimensions of 300 mm × 300 mm) and lower 
values with higher stiffness values. From the point of destination 
of the workpieces, such surface roughness is satisfactory. In 
comparison to the classic milling method, the HSM method gives 
results of 10% better surface quality at 5–10 times thinner wall 
thickness of the processed npockets, i.e. with a thickness of up to 
0.6 mm. The proper choice of machining settings provides the 
desired roughness and waviness of the machined surface needed 
for the product grade for the aerospace industry. In addition, the 
use of HSM provides the production of thin-sided integral aircraft 
structures with sufficient accuracy, including the machining of 
high-strength aluminium alloys Al7075.  
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Abstract: The brake roller is one of the elements for the safe operation of gravity flow pallet racks. The brake roller of the magnetic (eddy 
current) type magnetic brake roller (MBR) is the most promising brake type. The working principle of the MBR is based on electromagnetic 
induction laws, according to which the braking of a conductor moving in the magnetic field is caused by the interaction of the conductor's 
eddy currents with the external magnetic field. In the paper, a mathematical model of the pallet motion on an MBR was developed.  
The equation of motion of the pallet on the  MBR was derived. The calculation results were compared with the results of experimental  
studies of the pallet motion velocity on the MBR. For pallet speed under “drag peak” speed, the error of the mathematical model is <7.7%, 
and the error starts increasing once over the “drag peak” speed. Additional investigation of the coefficient of magnetic viscosity for speeds 
greater than the “drag peak” speed is required. 

Key words: pallet, rack, gravity flow rack, magnetic brake roller, coefficient of magnetic viscosity  

1. INTRODUCTION 

A warehouse is a complex comprised of a building, pallet 
racks, transport and lifting devices for storage and internal pro-
cessing of incoming items, from acceptance to processing before 
shipping an item to a customer. The finished product warehouse 
maintains enough stocks to enable continuity of shipments. In 
logistics, warehouses are used to improve throughput. The goal is 
to optimise goods movement, which can be achieved by optimis-
ing the space used [1], reducing the total distance travelled by 
forklifts [2] and using automated storage and search systems [3]. 

Improving the efficiency of using storage space with constant 
volume is a task relevant to any company. The task can be solved 
by block storage or deep-lane storage [4, 5]. A pallet flow rack is 
one of such storage systems (Fig. 1) [6, 7]. As noted in a previous 
paper [8], the pallet flow rack reduces the forklift travel distance by 
22–25% compared to single-deep racks.  

A pallet flow rack can be subdivided into static and dynamic 
parts. The static element comprises standard rack elements 
providing stability in each direction and supports the dynamic 
elements. The dynamic part comprises a gravity flow rack and 
safety elements such as brake rollers and a stopping mechanism 
with a pallet separator [9]. 

Brake rollers are the main safety elements of gravity flow 
racks (GFRs) used in pallet racks for storing and moving pallets 
with cargo less than their own weight. The rollers are installed 
along the rack at a certain interval. Brake rollers are used to limit 
the speed of the pallet with cargo (further referred to simply as a 
pallet) [10]. In GFRs, centrifugal friction rollers are the most com-
mon. However, these rollers have many drawbacks, with the 
principal drawback being the wear of the brake friction lining, 
leading to changes in the roller braking characteristics. 

 
Fig. 1. Pallet flow rack 

Analysis of different constructions of GFR brake rollers [11] 
revealed that magnetic (eddy current) brake rollers (MBRs) are 
the most promising brake roller type. Their main advantage is 
non-friction, contactless braking, meaning no wear of the roller 
brake lining. 

The exploitation principle of such rollers is based on the laws 
of electromagnetic induction, whereby a conductor moving in the 
magnetic field is slowed down due to interaction between eddy 
currents in the brake conductor and the external magnetic field 
[12]. 

The paper aims to develop a mathematical model (further de-
noted as MM) of the pallet motion on an MBR and compare the 
results of experimental and analytical studies using this model. 
This paper reflects the Russian-language study of the authors 
[13]. 
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2. MBR CONSTRUCTION AND EXPLOITATION FEATURES  

Let us consider an MBR structure (Fig. 2) designed by the au-
thors in Bauman Moscow State Technical University. The MBR 
comprises a brake insert 3 with a planetary multiplier 1 and an 
eddy current brake 2 installed on the insert axis 4. 

The braking process in the MBR (Fig. 3) begins with torque 
transmission to the roller case (body of the brake insert 3). Then 
the torque is transmitted to a disc 5 (transparent display) via the 
multiplier. The disc starts moving in the magnetic field created by 
permanent magnets placed with alternating polarity and rigidly 
connected to the brake insert via an adaptor. 

 
Fig. 2. General view of MBR (3D model in SolidWorks): 1 – planetary 

multiplier; 2 – magnetic (eddy current) brake; 3 – brake insert;  
4 – axis. MBR, magnetic brake roller 

 
Fig. 3. Magnetic (eddy current) brake: 5 – disc (represented by  

transparent display), 6 – permanent magnets 

Disc 5 is made of material with high specific conductivity, such 
as a copper or aluminium alloy. According to Lorentz law, eddy 
currents are generated on the disc surface, and a braking torque 
proportional to the external load (braking torque) is generated. 
Permanent magnets are made of Nd-Fe-B alloy. Such magnets 
have the best magnetic and electrical properties and enjoy a 
service life of ≥20–25 years. Moreover, they have high coercive 
force, making MBRs almost immune to external magnetic fields 
[14].  

In an MBR, the size of the air gap between the magnets 6 and 
the disc 5 is constant, while the braking torque is a function of 
their relative rotation speed.  

3. MATHEMATICAL MODEL OF MBR 

For developing the MM, the approaches used for centrifugal 
friction rollers [10, 15] and eddy current braking devices [16,17] 
were utilised. Fig. 4 shows the calculation diagrams of the GFR 
and BMR. 

 

 
Fig. 4. Design schemes of (a) GFR and (b) MBR: 1 – a hub; 2 – shell 

MBR; 3 – brake insert; 4 – fixed axis of the brake insert; 5 – 
copper disc; 6 – permanent magnets. GFR, gravity flow rack; 
MBR, magnetic brake roller. 

The main equation of motion governing the movement of the 
pallet on the MBR (Fig. 4a) is given by 

𝑀
𝑑𝑉

𝑑𝑡
= 𝐺 ∙ sin 𝛼 − ∑ 𝑊 − 𝐹𝑇 = 𝐺 ∙ (tan 𝛼 − 𝑤) − 𝐹𝑇,    (1) 

where 𝑀 is the pallet mass, in kilograms; 𝑉 is the pallet 

speed, in metres per second; 𝐺 is the force of gravity acting on 
the pallet, in newtons; ∑ 𝑊 is the sum of forces resisting the 

pallet motion on the GFR, in newtons; 𝐹𝑇 is the MBR breaking 

force, in newtons; 𝑤 = ∑
𝑊

𝐺∙cos 𝛼
 is the equivalent coefficient of 

resistance to pallet motion on a GFR [18]. As the GFR slope angle 

is small (𝛼 = 1.7 … 2.8°), one can assume that cos 𝛼 ≅ 1. 
In its turn, the MBR rotation can be described by the main 

equation of rotary dynamics relative to the point O (Fig. 4b): 
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𝐽𝑀𝑃
𝑑𝜔𝑇

𝑑𝑡
= ∑ 𝑀𝑂 = 𝑀𝐷𝐵 − 𝑀𝑇1 − 𝑀𝑇2,     (2) 

where 𝐽𝑀𝑃 is the MBR moment of inertia, in kilogram metre 

squared; 𝜔𝑇  is the MBR angular velocity, in radians per second; 
𝑀𝐷𝐵 is the drive torque acting on the MBR case, in newton-

metres; 𝑀𝑇1 and 𝑀𝑇2 are the braking torques acting on the body 
and nave of the eddy current brake of the MBR reduced to its 
body, accordingly, in newton-metres. 

Assuming that the pallet motion on the MBR is in the steady 

state (
𝑑𝑉

𝑑𝑡
= 0) and the pallet speed is 𝑉 =

𝜔𝑇∙𝐷𝑀𝑃

2
, where 𝐷𝑀𝑃  

is the MBR diameter, we get  

𝑑𝑉

𝑑𝑡
=

𝑑(
𝜔𝑇∙𝐷𝑀𝑃

2
)

𝑑𝑡
= 0; 𝐽𝑀𝑃

𝑑𝜔𝑇

𝑑𝑡
= 0; 𝑀𝐷𝐵 − 𝑀𝑇1 − 𝑀𝑇2 = 0.

         (3) 

Thus, the MM of the pallet movement of the MBR can be rep-
resented as follows: 

𝑀𝐷𝐵 = 𝑀𝑇1 + 𝑀𝑇2.     (4) 

As the GFR slope angle 𝛼 is small, the drive torque  𝑀𝐷𝐵 act-
ing on the MBR body is equal to 

𝑀
𝑑𝑉

𝑑𝑡
= 0; 𝐹𝑇 = 𝐺(tan 𝛼 − 𝑤); 𝑀𝐷𝐵 =

𝐷𝑀𝑃∙𝐺∙(tan 𝛼−𝑤)

2
.     (5) 

According to a previous study [15], the following assumption 

can be made for calculating the sum of forces ∑ 𝑊 resisting the 
pallet motion on the GFR: 

 there is no sliding of the pallet on the rollers; 

 the movement of the pallet on the GFR is uniform, so the 
forces of inertia of the carrier rollers and pallet reach zero; 

 the resistance caused by the GFR surface’s unevenness is 
local and can be omitted in the calculations. 
In this case, one should only consider the friction resistance in 

the supports of the carrier rollers and the rolling friction resistance 
of the GFR carrier rollers. The calculation of these factors is thor-
oughly described in [19-21]. 

The braking torque 𝑀𝑇1 acting on the MBR case is given by 

𝑀𝑇1 = 𝐹𝐵𝑇 ∙
𝐷𝐵𝑇

2
,     (6) 

where 𝐹𝐵𝑇 is the braking force of the eddy current brake (in new-

tons); 𝐷𝐵𝑇 2⁄  is the distance from the MBR rotation axis to the 
centre of the permanent magnets (in metres). 

The braking torque 𝑀𝑇2 acting on Nave 1 of the eddy current 
brake of the MBR reduced to its body is given by the following 
expression:  

𝑀𝑇2 = 𝐹𝐵𝑇 ∙
𝐷𝐵𝑇

2
∙ 𝑢 ∙ 𝜂𝑀𝑃,     (7) 

where 𝑢 is the gear ratio of the MBR multiplier and 𝜂𝑀𝑃 is the 
MBR efficiency. 

By substituting Eqs (5)–(7) in Eq. (4), we get 

𝐷𝑀𝑃∙𝐺∙(tan 𝛼−𝑤)

2
= 𝐹𝐵𝑇 ∙

𝐷𝐵𝑇

2
+ 𝐹𝐵𝑇 ∙

𝐷𝐵𝑇

2
∙ 𝑢 ∙ 𝜂𝑀𝑃.     (8) 

Given that 𝐺 = 𝑀 ∙ 𝑔 (where 𝑔 = 9.81 m/s2 is the accel-
eration due to gravity), the braking force of the MBR eddy current 
brake is given by 

𝐹𝐵𝑇 =
𝐷𝑀𝑃∙𝑀∙𝑔∙(tan 𝛼−𝑤)

𝐷𝐵𝑇∙(1+𝑢∙𝜂𝑀𝑃)
.     (9) 

On the other hand, according to [16,17, 22-29] the braking 
force of the eddy current brake is given by 

𝐹𝐵𝑇 = 𝛽 ∙ 𝜔𝑟𝑒𝑙 ∙
𝐷𝐵𝑇

2
,   (10) 

where 𝛽 is the coefficient of magnetic viscosity (in newton-second 
per metre); 𝜔𝑟𝑒𝑙  is the angular velocity of the copper disc relative 
to the permanent magnets (in units per second). 

So, for the considered MBR construction (Fig. 4b), 𝜔𝑟𝑒𝑙 =
𝜔𝑇 + 𝜔𝐵, where 𝜔𝑇 = 𝜋 ∙ 𝑛𝑇 30⁄  is the angular velocity of the 

MBR body (units per second); 𝑛𝑇 is the rotation speed of the 

MBR body (in revolutions per minute); 𝜔𝐵 = 𝜋 ∙ 𝑛𝐵 30⁄  is the 
angular velocity of the eddy current brake nave (units per second); 

𝑛𝐵 is the rotation speed of the eddy current brake body (in revolu-

tions per minute). Because of the multiplier, 𝑛𝐵 = 𝑢 ∙ 𝑛𝑇. 
As there is no slip between the pallet and the MBR (based on 

the studies conducted in [10, 15]), the MBR body rotation speed 

𝑛𝑇 is 

𝑛𝑇 =
60∙𝑉

𝜋∙𝐷𝑀𝑃
.   (11) 

So, 𝜔𝑟𝑒𝑙  can be represented as follows: 

𝜔𝑟𝑒𝑙 =
𝜋

30
(𝑢 ∙ 𝑛𝑇 + 𝑛𝑇) =

2∙𝑉

𝐷𝑀𝑃
(1 + 𝑢).   (12) 

By substituting Eq. (12) in Eq. (10) and equalising Eqs (9) and 

(10), we get a formula for calculating the speed 𝑉 of pallet motion 
on the MBR: 

𝑉 =
𝐷𝑀𝑃

2 ∙𝑔∙(tan 𝛼−𝑤)

𝐷𝐵𝑇
2 ∙𝛽∙(1+𝑢∙𝜂𝑀𝑃)(1+𝑢)

𝑀.   (13) 

By analysing Eq. (13), one can see that the coefficient of 
magnetic viscosity 𝛽 and the gear ratio 𝑢 are the main parame-
ters defining the MBR braking capacity and, consequently, the 
speed of the pallet motion on the MBR. However, analysis of the 
influence of the gear ratio 𝑢 will be carried out in further studies. 
In the proposed paper for the developed MBR design, it is possi-
ble to change the efficiency only by changing the number of mag-
nets and the gap, thereby changing only the coefficient of magnet-

ic viscosity 𝛽. 

4. COEFFICIENT OF MAGNETIC VISCOSITY 

According to [16, 17, 22, 23], the coefficient of magnetic vis-
cosity is given by 

𝛽1 =
𝜋∙𝜎

4
𝐷2𝑑𝐵2,   (14) 

𝛽 = 𝑛 ∙ 𝛽1,   (15) 

where 𝛽1 is the coefficient of magnetic viscosity for one mag-
net; 𝑛 is the number of magnets; 𝜎 is the specific conductivity of 
the conductive body material (copper disc, Fig. 3), in siemens per 

metre; 𝐵 is the magnetic induction, in teslas; 𝐷 is the magnet 
cross-sectional diameter, in metres; 𝑑 is the thickness of the 
conducting body (copper disc), in metres. 

However, Eq. (14) does not consider the influence of the air 
gap between the copper disc and the magnets and their relative 

position (edge effect) on the coefficient of magnetic viscosity 𝛽 

and the braking force 𝐹𝐵𝑇. 
In this case, the coefficient of magnetic viscosity 𝛽 is a com-
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plex indicator governed by many parameters. It is hard to estab-
lish the theoretical relationships linking these parameters, so it is 
hard to make a justified choice of the structural parameters of the 
eddy current brake of the MBR. 

Because of this fact, experimental studies were conducted in 
[30] to determine the coefficient of magnetic viscosity for one 

magnet, 𝛽1, under the operational condition of an MBR in a GFR. 

The following facts about the coefficient of magnetic viscosity 𝛽1 
were established: 

 The coefficient decreases if the air gap between the 
conductive body and permanent magnets increases, and this 
relationship is exponential. 

 The coefficient decreases if the rotation speed of the 
conductive body increases. 

 The coefficient is invariant with the distance between the 
centres of the conductive body and the permanent magnet. 

 The coefficient is reduced by the “edge effect” related to the 
air gap. 
Considering the experimental studies on the coefficient of 

magnetic viscosity 𝛽1, the MBR shown in Fig. 2 was designed to 
ensure high brake torque for the operational conditions character-
istic for GFR. Formula (13) can be rewritten as follows:  

𝑉 =
𝐷𝑀𝑃

2 ∙𝑔∙(tan 𝛼−𝑤)

𝐷𝐵𝑇
2 ∙𝛽1∙𝑛∙(1+𝑢∙𝜂𝑀𝑃)(1+𝑢)

𝑀.   (16) 

5. COMPARISON OF CALCULATED AND EXPERIMENTAL 
RELATIONSHIP OF THE VELOCITY  
OF PALLET MOVEMENT ON THE MBR 

Experimental investigations of the MBR were conducted for 
n = 8 and n = 16 permanent magnets on an experimental stand 
that allows simulating real operating modes of brake rollers of 
various designs used in the GFR for pallets [30]. Generally, the 
MBR diameter 𝐷𝑀𝑃  is chosen based on the structural constraints 
of the GFR and the gravity rack for pallets. In practice, tubes with 

diameter 𝐷𝑀𝑃  of 80 mm or 89 mm and wall thickness of 3 mm are 
the most common. In the developed construction (Fig. 2), 

𝐷𝑀𝑃 = 89 mm and 𝐷𝐵𝐻 = 83 mm, and a two-stage multiplier with 
a gear ratio of 24 is used based on the analysis conducted in [31]. 

The efficiency 𝜂𝑀𝑃 of MBR can be calculated similarly to that of 
the centrifugal friction roller [10, 15]. In this case, according to 
experimental data [30], the coefficient of magnetic viscosity is 

𝛽1 = 0.113 N s/m for the considered MBR construction (Fig. 2). 

Initial data for calculating the speed 𝑉 of the pallet movement on 
MBR are shown in Tab.1. 

Tab. 1. Initial data for calculating the speed 𝑉  

             of the pallet movement on MBR 

Parameter Value Unit 

Pallet mass, 𝑀 100 ÷  1,000
 

kg 

MBR diameter, 𝐷𝑀𝑃 0.089
 

m 

MBR length, 𝐿𝑀𝑃 0.88 m 

Distance from the MBR rotation axis 

to the centre of permanent magnets 

𝐷𝐵𝑇/2 

0.03 m 

Coefficient of magnetic viscosity, 𝛽1 0.113 N·s/m 

Equivalent coefficient of resistance to 

the pallet motion on the GFR sur-

face, 𝑤 

0.02 – 

GFR slope angle, tan 𝛼 0.04 – 

GFR, gravity flow rack; MBR, magnetic brake roller. 

The percentage error of the theoretical calculation is given by  

𝜀 =
|𝑉𝐶𝑎𝑙𝑐−𝑉𝐸𝑥𝑝|

𝑉𝐸𝑥𝑝
100,  (17) 

where 𝑉𝐶𝑎𝑙𝑐  is the calculated speed of pallet motion on the MBR, 

in metres per second; 𝑉̃𝐸𝑥𝑝 is the average experimentally meas-

ured value of the pallet speed, in metres per second. 
The results and a comparative analysis of the obtained calcu-

lation and experimental results of the investigation of the pallet 

speed 𝑉 of motion on the MBR are shown in Tabs 2 and 3 and 
Fig. 5. 

Tab. 2. Results of the calculated and experimental studies of the speed 𝑉  

             (metres per second) of the pallet movement along the MBR 

Pallet 

mass 𝑴, 

kg 

Number of magnets, 𝒏 

Calculation Experiment 

8 16 8 16 

100 0.102
 

0.051
 

0.109 0.049
 

200 0.204
 

0.102
 

0.220 0.096
 

300 0.305 0.153 0.330 0.143 

400 0.407 0.204 0.473 0.195 

500 0.509 0.255 0.630 0.252 

600 0.611 0.305 0.795 0.308 

700 – 0.356 – 0.389 

800 – 0.407 – 0.480 

900 – 0.458 – 0.585 

1,000 – 0.509 – 0.687 

MBR, magnetic brake roller 

Tab. 3. Comparative analysis of the results of calculated  
             and experimental studies of the speed 𝑉  

             of the pallet movement along the MBR 

Pallet mass 𝑴, kg 

Simulation error, % 

Number of magnets, 𝒏 

8 16 

100 7.3
 

3.3
 

200 7.7
 

6.2
 

300 7.7 6.8 

400 13.9 4.4 

500 19.2 1.2 

600 23.1 0.8 

700 – 8.5 

800 – 15.2 

900 – 21.6 

1,000 – 25.8 

MBR, magnetic brake roller 
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Fig. 5. Comparative analysis of the results of calculated and experimental 

studies of the speed V of pallet movement along the MBR 

with different numbers of permanent magnets n. MBR,  

magnetic brake roller 

The comparison of experiments and calculations revealed that 
the error of the MM increases as the velocity of a pallet with mass 
M increases. The error is related to the assumption that the eddy 
current brake MBR is a linear viscous friction element [16, 17, 22, 
23]. So, the calculated pallet speed is almost linear, as seen very 
well from Fig. 5. However, based on the results of multiple studies 
[32], one has to take into account the “drag peak” speed parame-
ter given by the following expression: 

𝜔𝑜𝑡𝑛 =
4

𝜇∙𝜎∙𝑑∙𝐷𝐵𝑇
,   (18) 

where 𝑑 is the thickness of the conducting body (copper disc, Fig. 

3), in metres; 𝜇 is the magnetic permeability of the conductive 
body material, in henries per metre. 

“Drag peak” speed is the angular velocity of a conducting 
body (copper disc) relative to permanent magnets over which the 
eddy currents generated on the conducting body surface do not 

reach their limit value, leading to reduced magnetic viscosity 𝛽 
and, consequently, reduced braking torque on an MBR. 

By equalising Eqs. (12) and (18), we obtain a formula for cal-

culating the pallet speed [𝑉] of motion on an MBR when the 
copper disc reaches the “drag peak” speed: 

[𝑉𝑝𝑘] =
2∙𝐷𝑀𝑃

𝜇∙𝜎∙𝑑∙𝐷𝐵𝑇(1+𝑢)
.   (19) 

As seen from Fig. 5, the experimental velocity plots change 
their slope angle, while the difference between the calculated and 
experimental results starts increasing after the intersection with 
the “drag peak” speed line. 

6. SUMMARY 

A MM of the pallet motion on an MBR was developed.  
An equation of the pallet motion on an MBR was derived. 
The results of simulation and experimental studies of the pal-

let velocity moving on an MBR were compared. For pallet speed 

less than [𝑉𝑝𝑘], the error of the MM is <7.7%, and the error 

starts increasing once exceeding [𝑉𝑝𝑘]. 

Additional investigation of the coefficient of magnetic viscosity 

𝛽1 for speeds greater than the “drag peak” speed is required. 
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Abstract: The design and kinematic scheme of the operation of a rotary external combustion engine with offset shafts have been  
developed. Expressions are obtained that make it possible to calculate the values of the increasing and decreasing functions  
of the working volume of the hot and cold cavities with a change in the angle of rotation of the rotor. An expression is obtained  
for calculating the compression ratio in the cold cavity of a rotary heat engine with an external heat supply. An expression has been  
determined that makes it possible to calculate the total torque of a rotary external combustion engine. A comparative analysis of the torque 
values of a rotary heat engine with an external heat supply and a Wankel engine is carried out. An assessment of the efficiency  
of an external combustion engine with offset shafts is carried out. Based on the thermodynamic calculations using ideal Erickson and Rallis 
cycles for a rotary external combustion engine, the processes occurring inside the hot and cold cavities of a heat engine are described. 
The thermodynamic condition parameters at the characteristic points of the cycle are determined and expressions are obtained  
that determine the thermal efficiency of the ideal Erickson and Rallis cycles in relation to the considered external combustion engine.  
A method for calculating the ideal cycle for an external combustion engine with offset shafts is presented.  

Key words: thermodynamic calculation, ideal cycle, work, heat, external combustion engine

1. INTRODUCTION 

Nowadays, there is a strong demand for a heat engine with a 
higher thermal efficiency than that of existing power plants. Thus, 
this paper investigates the possibility of creating an alternative 
setup design, which is called a rotary external combustion engine. 

The paper [1] considers Stirling piston engines with heat re-
covery, which operate according to the closed thermodynamic 
Stirling cycle, and piston heat engines with heat recovery, operat-
ing according to the Erickson open thermodynamic cycle. The 
design and operation of Stirling piston engines are discussed by 
Kruglov [2]. They are compared with existing designs of internal 
combustion engines. In the studies by Myshinsky and Ryzhkov-
Dudonov [3] and Brodyansky [4], the principles of operation of 
various designs of a Stirling piston engine of external combustion 
are presented, and the main features of its thermodynamic cycle 
are considered. Campos et al. [5] consider the configuration of the 
Stirling engine, consisting of two cylinders, a regenerator and a 
sliding disk drive mechanism.  

The paper presents a mathematical model that combines fun-
damental and empirical correlations. The feasibility of the Stirling 
engine operation using any external heat source is considered in 
Chen Duan et al. [6]. 

The results of studying the Stirling engine using three different 
methods, including the non-ideal adiabatic method, are presented 
in Toghyani et al. [7]. 

As shown in the literature [1–7], currently, the thermal efficien-

cy of piston-type heat engines with an internal heat supply has 
reached its limit (50–60%). Achieving a higher thermal efficiency 
is not possible due to the large amount of heat loss in a running 
engine. 

The analysis of literary sources described above made it pos-
sible to draw the following conclusions: 

 there is a need to create an alternative power plant, such as 
an external combustion engine; 

 the existing designs of external combustion piston engines 
with a crank mechanism are very cumbersome and involve 
significant losses of mechanical energy; and 

 new design options for external combustion engines are 
needed, such as a rotary heat engine. 
In Khafizov et al. [8], the design of a rotary external combus-

tion engine is presented; its operation is described using the ideal 
Stirling cycle. 

In the Ali Shufat et al. [9], an analytical simulation of a beta-
type Stirling engine powered by solar energy was carried out, as 
well as a simulation study based on the model equations. Pres-
sure, power and engine speed were considered as the main 
parameters. 

In Paul and Hoffmann [10], a method is presented for optimis-
ing the trajectories of pistons in an operating model of a Stirling 
engine and a comparison is made between the optimised trajecto-
ries of piston movement and harmonic trajectories to increase 
power and efficiency. 

Hasanah et al. [11] investigate the influence of the distance to 
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the power crank of the Stirling engine on the angular speed of 
rotation of the wheels and the amount of generated electrical 
energy. 

In Sirsath et al. [12], the influence of the temperature differ-
ence between the heat source and the radiator on the efficiency of 
three types of Stirling engines was established. It is shown that an 
increase in the temperature difference increases the efficiency of 
the engine. 

In the study by Ladas and Ibrahim [13], a thermodynamic 
analysis of the cycle of a Stirling engine for a finite time is given, 
based on differential equations for the balance of mass and ener-
gy with the corresponding equations for the rate of heat transfer. 
The influence of the time of contact with the heating agent and 
regeneration on the output power and the efficiency of the Stirling 
engine is established. 

In the study by Jana and Marekb [14], a mathematical model 
of time discretisation is presented, assuming that the cylinders are 
adiabatic spaces. The model makes it possible to optimise the 
dimensions of the main elements of the Stirling engine, such as 
heat exchanger, regenerator and cylinder and piston. 

In Zhao et al. [15], a 3D simulation of fluid dynamics and heat 
transfer in an improved free piston Stirling engine was carried out. 
The turbulence model with improved wall treatment provides 
reasonable accuracy and stable convergence. 

Podešva and Poruba [16] consider three types of mechanisms 
that analyse the movements of the piston and their behaviour. 
Special attention is given to the piston movement mode. 

García et al. [17] compares the simulation results obtained on 
the basis of various thermodynamic models of Stirling engines, 
including the characteristics of both instantaneous and specified 
operating parameters. 

Toghyani et al. [18] present the results of studies of the Stir-
ling engine using three different methods, including the use of the 
non-ideal adiabatic method. The applied methods were compared, 
and the best results obtained were compared for similarity with the 
method of making decisions about the ideal solution. 

The ideal Stirling and Erickson cycles are special cases of the 
ideal Rallis cycle, and therefore this cycle can also be used to 
describe the operation of a rotary heat engine with an external 
heat supply. 

Currently, there is a problem of increasing the specific power 
of existing heat engines. To solve this problem, it is necessary to 
develop a new power plant, i.e. a rotary engine of external contin-
uous combustion. Patents for one such plant are available in the 
literature [19, 20]. Stirling, Erickson and Rallis cycles can be used 
to describe the operation of a rotary external combustion engine. 
It should be noted that until now there has been no single meth-
odology for the mathematical calculation of the mentioned cycles 
to describe the operation of heat engines. 

There is a small number of studies that describe the operation 
of heat engines, which are based on the Rallis thermodynamic 
cycle. A patent describing one such heat engine is available in the 
literature [21]. 

The purpose of the study is a thermodynamic calculation of 
the ideal Rallis cycle, which quite accurately describes the thermal 
processes occurring in an external combustion engine. 

2. DESCRIPTION OF THE HEAT ENGINE  

Patents are available in the literature showing one of the op-
tions for a rotary external combustion engine [19, 20]. The dia-

gram of the heat engine is shown in Fig. 1. 
The technical result is achieved due to the fact that a rotary 

external combustion engine contains a stator and a profiled rotor 
installed in it with the formation of cold 2 and hot 1 working cavi-
ties of variable volume 3. The rotor has a constant length of the 
largest section (a chord) in its various positions on two supporting 
working motor shafts. 

 
Fig. 1. Diagram of a rotary heat engine with an external heat supply:  
           1 is the hot cavity; 2 is the cold cavity; 3 is the rotor; 4 is the case;  
           5 is the external heat source; 6 is the first power take-off shaft;  
           7 is the second power take-off shaft; 8 is spool valve; 9 is the  
           bypass pipelines; 10 is the recuperative heat exchanger;  
          11 is the inlet pipeline 

The cold cavity is provided with inlet openings communicated 
with the inlet pipelines 11, as well as outlet openings that are 
communicated with the inlet openings of the hot cavity by the 
bypass pipelines 9. 

The hot cavity is also provided with outlet openings connected 
with the exhaust pipelines, and the exhaust and bypass pipelines 
are located in the recuperative heat exchanger 10 with the possi-
bility of transferring heat from the heated outlet pipelines of the 
next portion of the working fluid in the bypass pipelines. 

The engine contains a spool cylindrical body 8, which is con-
nected kinematically with the working shafts of the rotor and con-
taining a gas distribution shaft, where, through radial bypass and 
outlet, openings are made to facilitate the possibility of connecting 
the bypass pipelines with the inlet openings of the hot cavity 
through bypass channels, as well as of connecting the hot cavity 
with the exhaust pipelines using outlet channels. In this case, the 
spool member 8 is installed with the possibility of connection 
between the holes and the pipelines during its rotation, synchro-
nised with the rotation of the working rotor shafts 6 and 7, in the 
corresponding angular position of the rotor 3 relative to the stator. 

Before entering the hot cavity, self-acting valves are installed 
with the ability to prevent the bypass of the working fluid from the 
hot cavity into the bypass pipeline. 

The spool body 8 can be located around the hot cavity of the 
engine. The camshaft of the spool valve and the supporting rotor 
shafts are located in parallel. The spool valve shaft is connected 
to the rotor shafts with the ability to change its angular position 
relative to the angular position of the rotor shaft, depending on the 
engine operating mode. 

Self-acting valves can be installed directly in the gas distribu-
tion shaft of the spool valve or in the bypass line in front of the 
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spool valve. 
The design of the presented heat engine can be characterised 

as a rotary planetary engine with an external heat supply. This 
engine has hot 1 and cold 2 cavities of variable volume, which are 
formed by the working surfaces of the rotor 3 and the case 4. In 
these cavities, thermodynamic processes are implemented form-
ing a direct Rallis cycle. 

Air is supplied to the cold cavity through the inlet pipeline 11, 
and the air is removed from the hot cavity into the environment 
through the exhaust pipeline. Also, the air gives up its heat to the 
working fluid in the recuperative heat exchanger 10. 

The working fluid (a portion of air) enters the cold cavity 2 
through the inlet pipeline 11 and the inlet hole. Next, inside the 
cold cavity 2, due to the rotation of the rotor 3, the working fluid is 
compressed with the removal of heat from heated air through the 
wall of the case into the environment. Then a portion of air from 
the cold cavity enters the pipeline connecting the two cavities. The 
working fluid receives heat from the air leaving the hot cavity 
inside the recuperative heat exchanger 10.  

In the hot cavity, the working fluid expands due to the supply 
of heat through the wall of the engine case from an external heat 
source. In this case, a certain torque is imparted to the rotor, due 
to which the air moves through the exhaust pipe from the hot 
cavity to the recuperative heat exchanger, and then is expelled 
into the environment. In this case, along the route, the air relin-
quishes its heat to the working fluid moving from the cold cavity 2 
to the hot cavity 1 in the recuperative heat exchanger. Due to the 
rotation of the rotor 3, two power take-off shafts acquire a certain 
torque. Next, the processes taking place inside the engine are 
repeated. 

The kinematic scheme of a rotary engine with an external heat 
supply is shown in Fig. 2. 

 
Fig. 2. Kinematic and dynamic analysis of the operation of a rotary heat  
           engine with an external heat supply 

The analysis of the diagram (Fig. 2) allows us to conclude that 
the instantaneous centre of rotation O, which coincides at the 
initial moment of time with one of the centres of curvature of the 
regular polycircle, is motionless during the stroke of changing the 
working volume and is located on the diametrical line AB. A line 
connects the points of contact of the rotor with the radial seal 
plates. 

The full stroke of the rotary heat engine is carried out when 

the angle of rotation of the rotor changes from 0 to 


𝑘
 (where k is 

the number of “angles” of the polycircle). 
In this case, the volumes of the hot and cold cavities change 

synchronously, continuously and monotonously in antiphase. If 
the working volume of the hot cavity increases from the minimum 
value Vmin to the maximum value Vmax, then the working volume of 
the cold cavity decreases from the maximum value Vmax to the 
minimum value Vmin. In the next cycle, the nature of the change in 
the working volumes in the cold and hot cavities is reversed. 

At the end of the stroke, the instantaneous centre of rotation 
of the rotor abruptly moves along the diametrical line AB to the 
opposite position located at a distance r from the point A. 

Thus, in the developed heat engine, there is a change in the 
position of the instantaneous axis of rotation of the rotor. In this 
case, the working contours of the rotor are regular polycircles. 

From Fig. 2 it follows that the increment in the area of the con-
tour of the working cavity between the points of contact of the 
rotor with the radial sealing plates when the rotor is turned through 

an angle  is equal to the difference in the surface areas of the 
sectors A1OA and B1OB. 

Expressions were obtained that make it possible to calculate 
the values of the increasing V1 and decreasing V2 functions of the 
working volume of the hot and cold cavities when changing the 

angle 𝛼 from 0 to  


𝑘
: 

𝑉1 = 𝐻(𝑅2  −  𝑟2)
𝛼

2
,            (1) 

𝑉2 = 𝐻(𝑅2  −  𝑟2)


𝑘
− 𝛼

2
,            (2) 

where: H is rotor width or distance between closing end planes; 
R is the radius of the large segment of the outer envelope of the 
rotor; r is the radius of the smaller segment of the outer envelope 
of the rotor; and k is the number of “angles” of the polycircle. 

An expression was determined that allows calculating the 
working volumes of the hot and cold cavities depending on the 
change in the angle of rotation of the rotor: 

𝑉𝑚𝑎𝑥  =  𝑉𝑚𝑖𝑛  +  𝐻(𝑅2  −  𝑟2)


2𝑘
.           (3) 

A relation was obtained for calculating the compression ratio 
in the cavity of a rotary heat engine with an external heat supply: 

𝜀 = 1 +
𝐻(𝑅2+ 𝑟2)

2𝑘𝑉𝑚𝑖𝑛
 .            (4) 

The number of strokes per one complete revolution of the ro-

tor j is determined by the angular length 


𝑘
 of one stroke and the 

number of working cavities in a rotary heat machine: 

𝑗 =  6𝑘,              (5) 

where k is the number of “angles” of the polycircle. 
With the number of “angles” of the polycircle of k = 3, the 

number of strokes per one complete revolution of the rotor is j 
= 18. Thus, during one complete revolution of the rotor shaft, 18 
strokes occur in the hot and cold cavities of a rotary heat machine 
with an external heat supply, or in fact 18 thermodynamic pro-
cesses are implemented. 

From Fig. 2 it follows that the value 𝑀1 of the rotor torque rela-
tive to the centre of rotation O is equal to the sum of the two val-
ues of the torques 𝑀𝑅 and 𝑀𝑟, generated by the forces 𝐹𝑅 and 𝐹𝑟, 
respectively. The resulting action of the forces determines the 
magnitude of the pressure 𝑝 with which the working fluid acts on 
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the corresponding sections of the working cylindrical surface of 
the rotor, limited by the generators at the points C, D and G. 

The action of the force 𝐹𝑅 is directed along the bisector of the 
angle GO2D:  

|𝐹𝑅|  =  𝑝𝐻 |𝐷𝐺|  =  𝑝𝐻𝑅


3
.                          (6) 

Let us determine the ratio for calculating the arm of the force 
𝐹𝑅 relative to the centre of rotation O and obtain an expression for 
determining the magnitude of the torque 𝑀𝑅: 

𝑂𝑂1

2
=

𝑅−𝑟

2
  𝑀𝑅 = 𝑝𝐻(𝑅 −  𝑟)

𝑅

6
.                         (7) 

The force 𝐹𝑟 is directed along the bisector of the angle CO1D: 

|𝐹𝑟|  =  𝑝𝐻 |𝐶𝐷|  =  𝑝𝐻𝑟


3
.                          (8) 

Let us determine the ratio for calculating the arm of the force 
𝐹𝑟 and obtain an expression for determining the magnitude of the 
torque 𝑀𝑟: 

𝑂𝑂2

2
=

𝑅−𝑟

2
  𝑀𝑟 = 𝑝𝐻(𝑅 −  𝑟)

𝑟

6
          (9) 

It should be noted that the torques MAC = MBG = 0, since the 
direction of action of the resulting forces FAC and FBG pass through 
the centre of rotation O. 

Let us determine the total torque of a rotary heat machine with 
an external heat supply 

𝑀1 = 𝑀𝑅 + 𝑀𝑟 = 𝑝𝐻(𝑅2 − 𝑟2)
𝜋

6
= 𝑝(𝑉𝑚𝑎𝑥−𝑉𝑚𝑖𝑛) = 𝑝𝑉,     (10) 

where H is the rotor width or distance between closing end 
planes; R is the radius of the large segment of the outer envelope 
of the rotor; r is the radius of the smaller segment of the outer 
envelope of the rotor; and p is the value of pressure with which 
the working fluid acts on the corresponding sections of the work-
ing cylindrical surface of the rotor. 

We present the results of a comparative analysis of the torque 
values of a rotary heat engine with an external heat supply 𝑀1 
and a Wankel engine 𝑀2. 

Let us assume that the initial conditions for the generation of 
the working fluid, the working volumes 𝑉 = 𝑉𝑚𝑎𝑥−𝑉𝑚𝑖𝑛, and the 

dynamics of the pressure change 𝑝 for the two compared engines 
are identical. 

For a Wankel engine with a triangular rotor, the working vol-

ume 𝑉 is determined as: 

𝑉 = √3𝑎𝑟𝐻 = √3𝑛𝑅𝐻,          (11) 

where R is the radius of the rolling circle in the procedure for 
synthesising the epitrochoid of the stator working contour; 
r is the radius of the circle being rolled in the procedure for syn-
thesising the epitrochoid of the stator working contour; 
H is the width of the rotor along the generatrix of the cylinder; 
𝑎 = 𝑐 ⋅ 𝑅 is the producing radius of the epitrochoid of the stator 
working contour; and  
c is the coefficient of elongation of the epitrochoid of the stator 
working contour. 

Thus, the torque of the Wankel engine will be determined as: 

𝑀2 = 𝑝√3𝑎𝑟𝐻|sin 2 𝜓| = 𝑝√3𝑛𝑅𝐻|sin 2 𝜓| ==

𝑝√3𝑉 (
𝑟

𝑅
) |sin 2 𝜓|,            (12) 

where 𝜓 is the angle between the line of action of the resulting 
driving force of the working fluid pressure and the crank of the 
eccentric shaft. 

To carry out a comparative analysis of the values of the tor-

ques 𝑀1 and 𝑀2 for the two engines, it is necessary to fix the 

values of the simplex  
𝑟

𝑅
, as well as the value sin 2 𝜓. 

Supposing that 
𝑟

𝑅
=

2

3
, and the value sin 2 ψ =

1

2
, then the ex-

pression in Eq. (12) will take the following form: 

𝑀2 =
2√3

3
⋅

1

2
⋅ 𝑝𝑉 = 0.577𝑝𝑉.         (13) 

To compare the values of the torque of a rotary heat engine 
with an external heat supply 𝑀1 and a Wankel engine 𝑀2, we 
divide the expression in Eq. (10) by the relation in Eq. (13) and 
obtain: 

𝑀1

𝑀2
=

𝑝𝑉

0,577𝑝𝑉
= 1.73.         (14) 

Thus, the torque of the proposed rotary heat engine with an 
external heat supply is 1.73 times higher than the torque of the 
Wankel engine. 

The originality of the design of the proposed rotary heat ma-
chine with an external heat supply lies in the fact that the rotor 
moves not on gears, but on solid roller wheels. 

The roller wheels are installed in parallel to the gears and roll 
on the smooth inner surface of the rotor with less friction than the 
gear transmission. Moreover, the radius of the roller wheels and 
the gears is less than the radius of the small segment of the rotor 
gear rim, as a result of which, when the instantaneous axis of 
rotation of the rotor is changed, a complete “head-on” blow of the 
small segment against the gears does not occur, and the transfer 
of the rotor torque to the shafts will be quite smooth. 

For the supply and removal of the working body in a rotary 
heat engine with external fuel combustion, there are inlet and 
outlet pipelines. On the inner surface of the profiled rotor, shaped 
as a curved figure, there is a gear rim and a synchronisation 
mechanism made in the form of gears mounted on two shafts with 
the possibility of their interaction with the gear rim of the rotor. 

The rotary heat engine is equipped with round roller wheels, 
and the rotor itself contains smooth grooves for them on the inner 
surface, with the support of which the rotor rolls inside the case 
with the least friction. Roller wheels have a smaller radius than the 
one of the inner envelope of the small segment of the rotor, and 
they can be installed symmetrically to the gears on both shafts or 
on their axle shafts attached to the end walls of the rotary heat 
engine. 

The gears contain at least one tooth less than six times the 
number of teeth on the small rotor segment. For permanent en-
gagement of the gears with the rotor gear rim, both shafts are 
parallelly displaced in opposite directions. 

When the position of the rotor changes inside the case, the 
volumes of the hot cavity and the cold cavity change. The outer 
and inner envelopes of the rotor have a profile, which is formed by 
three pairs of opposite large and small segments (sectors of 60°) 
of circles with centres at the vertices of an equilateral triangle. 

Such a profile of the outer and inner envelope, when the rotor 
moves inside the case, ensures the immobility of the compression 
plates, which are made of fluoroplastic, and creates a constant 
engagement of the gear rim with two gears of the power take-off 
shafts. 

3.  THERMODYNAMIC ANALYSIS 

In the presented article, a specific thermodynamic cycle is de-
termined, which most accurately describes the processes occur-
ring inside a rotary engine with an external heat supply. For this, a 
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thermodynamic analysis of the processes occurring inside the 
heat engine was carried out using the Erickson and Rallis ideal 
cycles. 

When carrying out thermodynamic analysis, it is assumed that 
thermodynamic cycles are reversible and closed and that the 
working body is 1 kg of ideal gas. 

Let us carry out a thermodynamic analysis of the operation of 
a rotary heat engine using the Erickson ideal cycle. It consists of 
two isotherms and two isobars (Fig. 3). 

 
Fig. 3. Diagram of the ideal Erickson cycle in p, v – coordinates 

An ideal gas with initial parameters p1, v1 and T2 is com-
pressed along the isotherm 1 – 2 to point 2 with heat removal of 

𝑞2
′′ = 𝑅𝑇2 ln

𝑣1

𝑣2
 to a cold source. The isobar 2 – 3 imparts the 

amount of heat of 𝑞1
′ = 𝑐𝑝(𝑇1 − 𝑇2) from an external hot source 

to the working fluid. From the point 3, the working fluid expands 

along the isotherm 3 – 4 with the heat supply of 𝑞1
′′ = 𝑅𝑇1 ln

𝑣4

𝑣3
=

= 𝑅𝑇1 ln
𝑣1

𝑣2
 from an external hot source. Finally, along the isobar 4 

– 1, the working fluid returns to its original state, while the amount 
of heat of 𝑞2

′ = 𝑐𝑝(𝑇1 − 𝑇2) is removed to the cold source. 

The characteristics of the cycle are compression ratio 𝜀 =
𝑣1

𝑣2
, 

and preliminary expansion ratio 𝜌 =
𝑣3

𝑣2
. 

Let us determine the parameters of the working fluid at all 
characteristic points of the Erickson cycle: 

at point 1: 

 pressure p1 is given; 

 absolute temperature T2 is given; 

 specific volume v1: 

𝑣1 =
𝑅𝑇2

𝑝1
;                           (15) 

at point 2: 

 ● specific volume v2: 

𝜀 =
𝑣1

𝑣2
⇒ 𝑣2 =

𝑣1

𝜀
;                         (16) 

 absolute temperature T2 is known and does not change, since 
the process 1 – 2 is isothermal; 

 pressure p2: 

𝑝2𝑣2 = 𝑅𝑇2 ⇒ 𝑝2 =
𝑅𝑇2

𝑣2
;          (17) 

at point 3: 

 pressure p3=p2, since the process 2 – 3 is isobaric; 

 specific volume v3: 

𝑣3

𝑣2
= 𝜌 ⇒ 𝑣3 = 𝑣2𝜌 =

𝑣1

ε
𝜌;                        (18) 

 absolute temperature T1: 

𝑝3𝑣3 = 𝑅𝑇1 ⇒ 𝑇1 =
𝑝3𝑣3

𝑅
;          (19) 

at point 4: 

 absolute temperature T1 is known and does not change, since 
the process 3 – 4 is isothermal; 

 pressure p4 = p1, since the process 4 – 1 is isobaric; 

 specific volume v4: 

𝑝1𝑣4 = 𝑅𝑇1 ⇒ 𝑣4 =
𝑅𝑇1

𝑝1
.          (20) 

The expression that determines the thermal efficiency of the 
Erickson cycle takes on the following appearance: 

𝜂𝑡 = 1 −
𝑞2

𝑞1
= 1 −

𝑐𝑝(𝑇1−𝑇2)+𝑅𝑇2 ln
𝑣1
𝑣2

𝑐𝑝(𝑇1−𝑇2)+𝑅𝑇1 ln
𝑣4
𝑣3

.                        (21) 

The presented algorithm made it possible to thermodynami-
cally calculate the ideal cycle of a rotary heat engine with external 
fuel combustion in accordance with the following technical specifi-
cations: for the ideal Erickson cycle, the thermodynamic condition 
parameters pi, vi and Ti are determined at all characteristic points 
of the cycle, together with considering the specific supplied q1 and 

removed q2 heat, thermal efficiency of the cycle t and construc-
tion of this cycle in p, v – coordinates, given that the pressure is 
set at p1 = 1.7.105 Pa, the absolute temperature is T2 = 300 K, the 

compression ratio is 𝜀 =
𝑣1

𝑣2
= 2 and the preliminary expansion 

ratio is 𝜌 =
𝑣3

𝑣2
= 2.34. The working fluid is air with the gas con-

stant of R = 287 
J

kg⋅K
. We assume the heat capacity of the working 

fluid constant: 𝑐𝑝 = 1010 
J

kg⋅K
, сv = 721 

J

kg⋅K
. 

The results of the calculation are presented in Tab. 1. 

Tab. 1. Thermodynamic condition parameters of the ideal Erickson cycle 

Condition 
parameters 

Point 1 Point 2 Point 3 Point 4 

pi, Pa 1.7.105 3.4.105 3.4.105 1.7.105 

vi, m3/kg 0.506 0.253 0.592 1.185 

Ti, K 300 300 701.9 701.9 

Supplied specific heat, q1, J/kg: 

𝑞1 = 𝑞1
′ + 𝑞1

″ = 𝑐𝑝(𝑇1 − 𝑇2) + 𝑅𝑇1 ln
𝑣4

𝑣3
  

= 1010 ⋅ (701.9 − 300) + 287 ⋅ 701.9 ln
1.185

0.592
= 5.45 ⋅ 105

J

kg
. 

Removed specific heat, q2, J/kg: 

𝑞2 = 𝑞2
′ + 𝑞2

″ = 𝑐𝑝(𝑇1 − 𝑇2) + 𝑅𝑇2 ln
𝑣1

𝑣2
= 1010 ⋅ (701.9 −

−300) + 287 ⋅ 300 ln
0.506

0.253
= 4.65 ⋅ 105 J

kg
. 

Useful specific heat q, J/kg: 

𝑞 = 𝑞1 − 𝑞2 = 8 ⋅ 104 
J

kg
. 

Thermal efficiency of the Erickson cycle: 
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𝜂𝑡 =
𝑞1−𝑞2

𝑞1
⋅ 100 % = 14.7 %. 

The efficiency of any engine can be assessed using the ther-
mal efficiency of the direct Carnot cycle.  

The efficiency of any engine can be assessed using the ther-
mal efficiency of the direct Carnot cycle.  

𝜂𝑡 =
𝑇1−𝑇2

𝑇1
⋅ 100 % =

701.9−300

701.9
⋅ 100 % = 57.25 %. 

We now proceed to represent this cycle as a graph using 
points in the p, v – coordinates (Fig. 4). 

As a result, the overall thermal efficiency of an engine with an 
external heat supply operating according to the ideal Erickson 
cycle for one full rotor revolution will be 44.1 %. 

 
Fig. 4. Results of calculating the ideal Erickson cycle in p, v – coordinates 

We then carry out a thermodynamic analysis of the heat en-
gine operation using the ideal Rallis cycle. It consists of two iso-
therms, two isochores and two isobars (Fig. 5). 

 
Fig. 5. Diagram of the ideal Rallis cycle in p, v – coordinates 

The presented p, v – diagram of the ideal Rallis cycle allows 
one to determine the thermodynamic condition parameters at all 
reference points of the presented direct cycle. 

An ideal gas with initial parameters p1, v1 and T2 is com-
pressed along the isotherm 1 – 2 to point 2 with heat removal of 

𝑞2
′′′ = 𝑅𝑇2 ln

𝑣1

𝑣2
 to a cold source. The isochor 2 – 3 imparts the 

amount of heat of 𝑞1
′ = 𝑐𝑣(𝑇3 − 𝑇2) from exhaust gases in a 

recuperative heat exchanger to the working fluid. The isobar 3 – 4 

imparts the amount of heat of 𝑞1
′′ = 𝑐𝑝(𝑇1 − 𝑇3) from an external 

hot source to the working fluid. From the point 4, the working fluid 
expands along the isotherm 4 – 5 with the heat supply of 𝑞1

′′′ =

𝑅𝑇1 ln
𝑣5

𝑣4
 from an external hot source. Along the isochore 5 – 6, 

the working fluid moves to the point 6 and at the same time the 
amount of heat of 𝑞2

′ = 𝑐𝑣(𝑇1 − 𝑇6) is removed from the exhaust 
gases to the working fluid in the recuperative heat exchanger. 
Finally, along the isobar 6 – 1, the working fluid returns to its 
original state, while the amount of heat of 𝑞2

′′ = 𝑐𝑝(𝑇6 − 𝑇2) is 

removed to the cold source. 

The characteristics of the cycle are compression ratio 𝜀 =
𝑣1

𝑣2
, 

pressurisation ratio 𝜆 =
𝑝3

𝑝2
, preliminary expansion ratio 𝜌 =

𝑣4

𝑣3
, 

and expansion ratio 𝜎 =
𝑣5

𝑣4
. 

Let us determine the parameters of the working fluid at all 
characteristic points of the Rallis cycle: 

at point 1: 

 pressure p1 is given; 

 absolute temperature T2 is given; 

 specific volume v1: 

𝑣1 =
𝑅𝑇2

𝑝1
;              (22) 

at point 2: 

 specific volume v2: 

𝜀 =
𝑣1

𝑣2
⇒ 𝑣2 =

𝑣1

𝜀
;              (23) 

 absolute temperature T2 is known and does not change, since 
the process 1 – 2 is isothermal; 

 pressure p2: 

𝑝2𝑣2 = 𝑅𝑇2 ⇒ 𝑝2 =
𝑅𝑇2

𝑣2
;                        (24) 

at point 3: 

 specific volume v3 equals 𝑣3 = 𝑣2 =
𝑣1

𝜀
, since the process 2 – 

3 is isochoric; 

 pressure p3: 

𝑝3

𝑝2
= 𝜆 ⇒ 𝑝3 = 𝑝2𝜆;                                                     (25) 

 absolute temperature T3: 

𝑝3𝑣2 = 𝑅𝑇3 ⇒ 𝑇3 =
𝑝3𝑣2

𝑅
;               (26) 

at point 4: 

 pressure p4 = p3, since the process 3 – 4 is isobaric; 

 specific volume v4: 

𝑣4

𝑣3
= 𝜌 ⇒ 𝑣4 = 𝑣3𝜌;          (27) 

 absolute temperature T1: 

𝑝3𝑣4 = 𝑅𝑇1 ⇒ 𝑇1 =
𝑝3𝑣4

𝑅
;               (28) 

at point 5: 

 absolute temperature T1 is known and does not change, since 
the process 4 – 5 is isothermal; 

 specific volume v5: 

𝑣5

𝑣4
= 𝜎 ⇒ 𝑣5 = 𝑣4𝜎 ;                                                     (29) 

 pressure p5: 

𝑝5𝑣5 = 𝑅𝑇1 ⇒ 𝑝5 =
𝑅𝑇1

𝑣5
;                                                    (30) 
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at point 6: 

 pressure p6=p1, since the process 6 – 1 is isobaric; 

 absolute temperature T6: 

𝑝5

𝑝1
=

𝑇1

𝑇6
⇒ 𝑇6 =

𝑝1𝑇1

𝑝5
;                       (31) 

 specific volume v6=v5, since the process 5 – 6 is isochoric. 
The expression that determines the thermal efficiency of the 

Rallis cycle assumes the following form: 

𝜂𝑡 = 1 −
𝑞2

𝑞1
= 1 −

𝑐𝑣(𝑇1−𝑇6)+𝑐𝑝(𝑇6−𝑇2)+𝑅𝑇2 ln
𝑣1
𝑣2

𝑐𝑣(𝑇3−𝑇2)+𝑐𝑝(𝑇1−𝑇3)+𝑅𝑇1 ln
𝑣5
𝑣4

.                      (32) 

The presented algorithm made it possible to thermodynami-
cally calculate the ideal cycle of a rotary heat engine with external 
fuel combustion in accordance with the technical task: for the ideal 
Rallis cycle, we determine the thermodynamic condition parame-
ters pi, vi and Ti at all characteristic points of the cycle, the specific 
supplied q1 and removed q2 heat and thermal efficiency of the 

cycle t, and construct this cycle in p, v – coordinates, if the pres-
sure is set at p1=1.7.105 Pa, the absolute temperature is 

T2 = 300 K, the compression ratio is 𝜀 =
𝑣1

𝑣2
= 2, the pressurisa-

tion ratio is 𝜆 =
𝑝3

𝑝2
= 2.2, the preliminary expansion ratio is 

𝜌 =
𝑣4

𝑣3
= 2.34 and the expansion ratio is 𝜎 =

𝑣5

𝑣4
= 1.73. The 

working fluid is air with the gas constant of R = 287 
J

kg⋅K
.  We 

assume the heat capacity of the working fluid constant: 𝑐𝑝 =

1010 
J

kg⋅K
, сv = 721 

J

kg⋅K
.The results of the calculation are pre-

sented in Tab. 2. 

Tab. 2. Thermodynamic condition parameters of the ideal Rallis cycle 

Condi-
tion 

para-
meters 

Point 
1 

Point 

2 

Point 

3 

Point 

4 

Point 
5 

Point 
6 

pi, Pa 1.7.105 3.4.105
 

7.5.105
 

7.5.105
 

4.105 1.7.105
 

vi, 

m3/kg 
0.506 0.253 0.253 0.592 1.024 1.024 

Ti, K 300 300 659.9 1544 1544 606.5 

Supplied specific heat, q1, J/kg: 

𝑞1 = 𝑞1
′ + 𝑞1

″ + 𝑞1
‴ = 𝑐𝑣(𝑇3 − 𝑇2) + 𝑐𝑝(𝑇1 − 𝑇3) + 𝑅𝑇1 ln

𝑣5

𝑣4
 

= 721 ⋅ (659.9 − 300) + 1010 ⋅ (1544.3 − 659.9) + 287

⋅ 1544.3 ln
1.024

0.592
= 1.39 ⋅ 106

J

kg
. 

Removed specific heat, q2, J/kg: 

𝑞2 = 𝑞2
′ + 𝑞2

″ + 𝑞2
‴ = 𝑐𝑣(𝑇1 − 𝑇6) + 𝑐𝑝(𝑇6 − 𝑇2) + 𝑅𝑇2 ln

𝑣1

𝑣2
=

= 721 ⋅ (1544.3 − 606.5) + 1010 ⋅ (606.5

− 300) + 287 ⋅ 300 ln
0.506

0.253
= 1.04 ⋅ 106

J

kg
. 

Useful specific heat q, J/kg: 

𝑞 = 𝑞1 − 𝑞2 = 3.5 ⋅ 105 
J

kg
. 

Thermal efficiency of the Rallis cycle: 

𝜂𝑡 =
𝑞1−𝑞2

𝑞1
⋅ 100 % = 25 %. 

The efficiency of any engine can be assessed using the ther-
mal efficiency of the direct Carnot cycle. 

𝜂𝑡 =
𝑇𝑚𝑎𝑥−𝑇𝑚𝑖𝑛

𝑇𝑚𝑎𝑥
⋅ 100 % =

1544.3−300

1544.3
⋅ 100 % = 80.57 %. 

We make a graph of this cycle by points in p, v – coordinates 
(Fig. 6).  

 
Fig. 6. Results of calculating the ideal Rallis cycle in p, v – coordinates 

Thus, the overall thermal efficiency of an engine with an ex-
ternal heat supply operating according to the ideal Rallis cycle for 
one full rotor revolution will be 75%. The closer the thermal effi-
ciency of the power plant is to the thermal efficiency of the direct 
Carnot cycle, the more perfect the power plant. An analysis of 
thermodynamic processes occurring inside a rotary heat engine 
with external heat supply made it possible to establish that the 
cycle that most accurately describes its work is the ideal Rallis 
cycle. 

It should be noted that the ideal Stirling and Erickson cycles 
are special cases of the ideal Rallis cycle.  

4. DISCUSSION 

The Rallis cycle is designed to work only with a gaseous work-
ing fluid. In order for the dimensions of the engines at a given 
power to be acceptable, and the external and internal heat ex-
change of the working fluid under these conditions to be efficient 
enough, the pressure in the heat engine must be significantly 
higher than the atmospheric pressure. In this case, the working 
fluid must have a low viscosity and the highest possible thermal 
conductivity. 

The conducted thermodynamic analysis showed that this cy-
cle is a direct cycle, as a result of which heat turns into work. The 
advantage of this cycle is the fact that it allows operation in a wide 
temperature range of hot and cold sources at relatively small 
values of the ratio of the compression and expansion pressures. 

5. CONCLUSION 

The proposed rotary heat engine with external heat supply will 
facilitate: 
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 a reduction in the dimensions and weight of the power plant 
due to the small number of interacting units; and 

 an increase in the efficiency of the engine by reducing the 
friction of the rotor against the case and shaft gears. 
The use of solid roller wheels will facilitate: 

 an increase in the specific power of the rotary external com-
bustion engine; and 

 an increase in the performance of the power unit due to the 
possibility of using the power plant at increased rotor speed. 
To reduce the forces of inertia and ensure constant meshing 

of the gears with the rotor gear rim, both shafts are displaced in 
opposite directions. The design feature of the presented power 
plant is the ability to replace two power take-off shafts without 
dismantling the rotor. 

The carried out thermodynamic calculation made it possible to 
determine the main condition parameters at the characteristic 
points of the ideal Rallis cycle and to describe the operation of a 
heat engine with external combustion of fuel fairly accurately. The 
overall thermal efficiency of the power plant for one full revolution 
of the rotor was 75%, which indicates the possibility of using this 
engine as a power plant for driving motor vehicles. 

The practical significance of the proposed rotary heat engine 
with an external heat supply lies in the fact that it can be used not 
only to obtain mechanical and electrical energy but also to gener-
ate heat energy in heaters in air heating systems and forced 
ventilation systems with mechanical air induction. Maintaining 
permissible microclimate conditions in the working area of large 
buildings can be ensured using the proposed heat engine. 
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Abstract: This paper aims to present the dynamic control of a Car-like Mobile Robot (CLMR) using Synergetic Control (SC). The SC  
control is used to make the linear velocity and steering velocity converge to references. Lyapunov synthesis is adopted to assure controlled 
system stability. To find the optimised parameters of the SC, the grey wolf optimiser (GWO) algorithm is used. These parameters depend 
on the best-selected fitness function. Four fitness functions are selected for this purpose, which is based on the integral of the error square 
(ISE), the integral of the square of the time-weighted error (ITSE), the integral of the error absolute (IAE) and the integral of the absolute  
of the time-weighted error (TIAE) criterion. To go further in the investigation, fuzzy logic type 2 is used to get at each iteration the appropri-
ate controller parameters that give the best performances and robustness. Simulations results are conducted to show the feasibility  
and efficiency of the proposed control methods.  

Key words: CLMR, Synergetic Control, Lyapunov stability, GWO, Fuzzy Logic type2 

1. INTRODUCTION 

In recent years, many works have been done on self-driving 
cars. This is mainly due to the increasing number of accidents on 
the road caused especially by inattention. How we drive is ineffi-
cient and becomes a real problem as we get old or we get more 
infirm. The way technology is evolving has brought many solutions 
to rolling vehicles. To end up with a smart vehicle, we should 
equip it with different sensors, a robust computing platform and 
robust control algorithms that execute in real time. In fact, the 
research in control focuses on the robustness of control laws and 
their influence on external disturbance, as well as on vehicle's 
response speed to execute the task and perform the desired 
objectives. Therefore, the recent works on control are oriented to 
these kinds of systems. The controller is to regulate some of the 
states of the vehicle such as velocity and rotation rate by sensing 
the current state variables and generating actuator signals to 
satisfy the objectives provided. Within this aspect, different tech-
niques have been proposed. To obtain a stable movement of 
trajectory tracking we can find a lot of works applied to indoor and 
outdoor mobile robots. Dung et al. [4] developed an adaptive 
sliding mode control, they use this control to achieve the mobile 
robot tracking a smooth curved reference, with a desired constant 
velocity. Yeh et al. [20] presented an adaptive fuzzy sliding-mode 
control for trajectory tracking under disturbances for a car-like 
mobile robot (CLMR). They presented three dynamic controllers, 
namely Adaptative Sliding Mode Control(ASMDC), and Adaptative 
Fuzzy Sliding Mode Control (AFSMDC),  which are proposed to 
reduce the effect of the problem of uncertainties and external 
disturbances. Peng and Shi [16] solved the problem of uncertain-
ties and external disturbances in a non-holonomic wheeled mobile 
robot, where the uncertainties are approximated by a fuzzy logic 
system and an adaptive fuzzy integral terminal sliding mode con-

troller is used for velocity controller. An adequate control law is 
presented in Benaziza et al. [2]. It is based on Global Terminal 
Sliding Mode (GTSM) with fuzzy control. The objective of this 
control is to eliminate the disturbances of the angular and linear 
velocities, respectively. Moreover, an exponential reaching law is 
presented in a dynamic model to eliminate the uncertainties. 
Ibrahim [8] proposed a robust sliding mode controller for trajectory 
tracking for the non-holonomic robot. In his study, two stages of 
the proposed control strategy are presented. The first one uses 
the steering controller for the kinematics model and the second is 
a robust sliding mode control technique for the velocity. Mallem et 
al. [12] proposed a dynamic control RBF Global Fast Sliding mode 
for a mobile robot, for which the main task is making the linear 
and angular velocities converge to references in finite time. The 
system injected by disturbances. To stabilise the velocity errors 
and estimate the non-linear function of the robot, the RBF-GFSM 
approach is used, which combines the RBF neural network and 
Global Fast Sliding mode. 

Sliding Mode Control (SMC) has been widely used in mobile 
robot control and great effort has been made to reduce its main 
inconvenience: chattering. Many approaches have been proposed 
to eliminate chatter, including synergistic control of the system 
and decoupling, but it is used for several advantages. First, it is 
well suited for digital implementation. The second advantage is 
that the control operates at the constant switching frequency and 
therefore avoids chattering problems. 

As there is not much application of this type of control in the 
robot, Liu and Hsiao [11] proposed a finite time synergetic control 
(FTSC) for controlling robot manipulators. This technique was 
extracted from the use of synergetic theory and a terminal attrac-
tor technique. Their control scheme demonstrates its advantage in 
the finite-time convergence and chattering-free phenomena. 
Podvalny and Vasiljev [17] deployed a SC to solve the problem of 
synthesis of a multirotor unmanned aerial vehicle (UAV) regulator. 
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Veselov et al. [19] solved the problem of a group of mobile robots 
using the principles and methods of synergistic control theory. 
Sklyarov et al. [18] presented the explanation of using new non-
linear approaches to design control systems for omnidirectional 
mobile robots, the synergetic control theory (SCT). Bhattacharyya 
et al. [3] proposed a brain-machine interfacing (BMI) paradigm for 
controlling the direction of end-point movement of a 3-degrees of 
freedom (DOF) robot arm, and they use a synergetic algorithm to 
manage a peripheral redundancy in multi-DOF joints towards 
energy optimality. Humaidi et al. [7] developed a SCT for control-
ling a one-link robot arm actuated by pneumatic artificial muscles 
(PAMs) in opposing bicep/tricep positions. A terminal SC is ap-
plied to a nonlinear helicopter model to control the nonlinear fifth-
order helicopter model, which controls height and angle [6]. 

Moreover, when it comes to looking for the best performances 
that the system can achieve, some parameters should be well 
determined according to certain predefined criteria. This can 
always be obtained by intelligent optimisation algorithms. One of 
these algorithms is grey wolf optimiser (GWO). It is an evolution-
ary algorithm that uses a population of candidate solutions to 
develop an optimal solution to the problem. Mirjalili et al. [14] 
proposed this algorithm in 2014. It was originally inspired by the 
living world, more precisely by the social behaviour of animals 
evolving in swarms, inspired by grey wolves (Canis lupus). The 
GWO algorithm mimics the leadership hierarchy and hunting 
mechanism of grey wolves in nature. GWO has gained increasing 
popularity among researchers and practitioners as a robust and 
effective technique for solving difficult optimisation problems [5, 6, 
9, 13, 15]. 

In this paper, we present a SC law to command successfully a 
CLMR. In fact, it seems reasonable to work on controlling auton-
omous driving vehicles by taking a CLMR. This is accom-plished 
by making the velocity and the rotational rate of the car-like mobile 
robot converge to their references in presence of disturbances. 
The asymptotic stability is guaranteed by Lyapunov theory, for 
which certain parameters need to be well chosen to achieve the 
best performances. To obtain the optimised parame-ters, the grey 
wolf optimiser (GWO) algorithm is employed for this purpose. 

The paper is organised as follows, in section two, the kinemat-
ic and dynamic model of the CLMR is introduced. Section 3 intro-
duces the basics of SCT for nonlinear systems. It is reviewed 
briefly with stability proved for closed-loop control systems. Sec-
tion 4, GWO is applied to determine the optimal parameters of 
SC. Section 5, propose a Fuzzy Logic type2 Synergetic Control 
for an uncertain CLMR system with external disturbances. In 
Section 6, simulations are performed to examine the feasibility 
and effectiveness of the approach. A conclusion is drawn in Sec-
tion 7. 

2. KINEMATICS AND DYNAMICS MODELS 

This section aims to describe the kinematic and dynamic 
model of a CLMR. The geometry of the CLMR is shown in Fig. 1. 

2.1. Kinematics model 

The state of the robot’s motion is represented by the vector 𝑞 

such that: 𝑞 =   [𝑥 𝑦 𝜃  𝜑]𝑇 , where (𝑥, 𝑦) are the 

coordinates of the center of the two rear wheels. 𝜃: indicates the 

heading direction of the CLMR concerning the 𝑥-axis,   is the 

steering angle of the front wheels, and 𝜑 denotes the angular 
velocity of the wheels. The kinematic model of the CLMR is given 
by, 

[
 
 
 
 
𝑥̇
𝑦̇

𝜃̇
̇

𝜑̇]
 
 
 
 

=

[
 
 
 
 
 

𝑐𝑜𝑠 (𝜃) 0

𝑠𝑖𝑛 (𝜃) 0

𝑡𝑎𝑛() /𝑑
0
1

𝑎

0
1
0]
 
 
 
 
 

[
𝑣
̇] = 𝑆(𝑞)𝑉          (1) 

where: 𝑆(𝑞)𝜖 ℝ5𝑥2and 𝑉𝜖 ℝ2 are the full rank velocity transfor-
mation matrix and velocity vector, respectively. ̇𝜖ℝ denotes the 
steering velocity of the front wheels, d is the distance between the 
front and rear wheels, and a is the radius of the wheels. 

 
Fig. 1. The kinematics model of a non-holonomic CLMR. CLMR,  
             Car-like mobile robot 

The linear velocity of the CLMR, v(t)𝜖 ℝ, is obtained as: 

𝑣(𝑡) = √𝑥̇2 + 𝑦̇2         (2) 

Here, we have two non-holonomic constraints, one for each 
wheel pair, that is: 

𝑥̇𝑠𝑖𝑛𝜃 − 𝑦̇ 𝑐𝑜𝑠 𝜃 = 0            (3) 

𝑥̇ 𝑠𝑖𝑛(𝜃 + 𝜑) − 𝑦̇ 𝑐𝑜𝑠(𝜃 + 𝜑) − 𝜌𝜃̇ 𝑐𝑜𝑠 𝜑 = 0         (4) 

The two constraints can be rewritten as 𝐻(𝑞)𝑞̇ = 0, and 
therefore, 

𝐻(𝑞)𝑆(𝑞)𝑉 = 0               (5) 

Such that 

𝐻(𝑞) [
𝑠𝑖𝑛 𝜃 − 𝑐𝑜𝑠 𝜃 0        0 0

𝑠𝑖𝑛(𝜃 + 𝜑) − 𝑐𝑜𝑠(𝜃 + 𝜑) 𝜌 𝑐𝑜𝑠 𝜑 0 0]     (6) 

2.2. The dynamic model of the CLMR 

The robot dynamic model of the non-holonomic mobile robot 
deals with the derivation of the dynamic equations of the robot 
motion. In this case, we use the methodologies of the Lagrange 
formula,  

d

dt
(

∂L

∂qi̇
) −

∂L

∂qi
= N̅(q)τ + HT(q)λ         (7) 

L is the Lagrangian function defined by: 

L = K-P          (8) 

Here, K is the total kinetic energy, and P is the total potential 
energy of the robot. The Lagrangian L is equal to K since the 
robot is moving on a horizontal plane and so the potential energy 
P is zero. 
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𝑑

𝑑𝑡
(

𝜕𝐾

𝜕𝑞𝑖̇
) −

𝜕𝐾

𝜕𝑞𝑖
= 𝑁(𝑞)𝜏 + 𝐻𝑇(𝑞)𝜆         (9) 

Where i = 1,…,5 and 𝜆 is a Lagrange multiplier associated 
with the constraints, τ is the torque input vector. The kinetic 
energy of CLMR can be described as:  

𝐾 =  𝐾𝑝 + 𝐾𝑓𝑤 + 𝐾𝑟𝑤       (10) 

where 𝐾𝑝, 𝐾𝑓𝑤 , 𝐾𝑟𝑤 denote the kinetic energy of the body, front 

wheels and rear wheels of CLMR. According to Lagrange 
mechanics, the following matrices are adopted for CLMR models 
[2]. 

𝑀̅(𝑞)𝑞̈ + 𝑉̅𝑚(𝑞, 𝑞̇)𝑞̇ = 𝑁(𝑞)𝜏 + 𝐻𝑇𝜆                               (11) 

where: 𝑀̅(q)ϵℝ5x5is a symmetric positive definite inertia 

trix,𝑉̅𝑚(q, q̇)ϵℝ5x5 is the centripetal and Coriolis matrix, 

𝑁(q)ϵℝ5x2 is the input transformation matrix, H(q)ϵℝ5x2 is a 

matrix associated with the nonholonomic constraints, and 𝑞̇ and 
𝑞̈denote the velocity and acceleration vectors, respectively. The 
matrices in (11) are found to be, 

M̅(q)

=

[
 
 
 
 
m                  0      −msinθ                   0       0
0                 m          mcosθ                0       0
−msinθ         mcosθ        Iθ                    2Iw 0

    0               0               2Iw                   2Iw 0

       0             0             0                        0  8Iw]
 
 
 
 

 

𝑉̅𝑚(𝑞, 𝑞̇) =

[
 
 
 
 
0 0 −𝑚𝜃̇𝑐𝑜𝑠𝜃 0 0
0 0 −𝑚𝜃̇𝑠𝑖𝑛𝜃 0 0
0
0
0

0
0
0

0     0      0 0
0     0     0 0
0    0     0 0 ]

 
 
 
 

 

𝑁(𝑞) = [
𝑐𝑜𝑠𝜃 𝑠𝑖𝑛𝜃 𝑑𝑠𝑖𝑛𝑐𝑜𝑠    0  1

0             0     0                1  0
]
𝑇

 

The general dynamic model of mobile robot with unknown 
disturbances can be described by the following equation: 

𝑀̅(𝑞)𝑞̈ + 𝑉̅𝑚(𝑞, 𝑞̇)𝑞̇ = 𝑁(q)𝜏 + 𝜏𝑑 + 𝐻𝑇𝜆       (12) 

where 𝜏𝑑  is a denoted bounded unknown disturbance including 
unstructured but not modelled dynamically. It would be more 
suitable to express the dynamic equations of motion in terms of 
internal velocities. Substituting (1) and its differentiation in (12) 

and pre-multiplying by 𝑆𝑇(𝑞), results in Equation (13). 

𝑀(𝑞)𝑉̇ + 𝑉𝑚(𝑞, 𝑞̇)𝑉 = N(q)𝜏+𝜏𝑣𝑑       (13) 

Where, 𝑀 = 𝑆𝑇𝑀̅𝑆𝜖ℝ2𝑥2, 𝑉𝑚 = 𝑆𝑇[ 𝑀̅𝑆̇ + 𝑉̅𝑚𝑆]𝜖ℝ2𝑥2, 

 N(q) =𝑆𝑇𝑁̅𝜖ℝ2𝑥2 ;𝜏𝑣𝑑 = 𝑆𝑇 ∗ 𝜏𝑑𝜖ℝ2𝑥2. 
The dynamic Equation (13) of the non-holonomic CLMR can 

be rewritten as: 

𝑉̇(𝑡) = −𝐴𝑉(𝑡) + 𝐵𝜏(𝑡)+𝑑        (14) 

where,  𝐴 = 𝑀−1𝑉𝑚, 𝐵 = 𝑀−1𝑁, 𝑑 = 𝑀−1𝜏𝑣𝑑 . In case of no 

disturbances (𝑑 = 0), Equation (14) reduces to 

𝑉̇(𝑡) = −𝐴𝑉(𝑡) + 𝐵𝜏(𝑡)       (15) 

3. SC DESIGN OF THE CAR LIKE MOBILE ROBOT 

In this section, the SC method is used in designing a dynamic 
tracking controller. The objective is to control the velocity and 

rotation rate to track the desired references. 
SC system is an invariant-manifold-based control method and 

can be applied for controlling nonlinear dynamic systems. In the 
sequel, we present the basics of SC synthesis for a nonlinear 
dynamic system described by: 

𝑣̇ = 𝑓(𝑣, 𝑢, 𝑡)          (16) 

where v is the state vector, u is the control input vector, and t is 
time. The design process of SC algorithm for a nonlinear dynamic 
system can be summarised in the following steps as follows: 

 Define the macro variableσ (v, t), as a function of the system 
state. This macro variable will be used to determine a 
stabilising control law. 

𝑢(𝑣) = 𝑢(𝑣, 𝜎(𝑣))         (17) 

The system is forced by the controller to operate on the 

manifold: 𝜎 = 0. 

 Design a control law that would drive the system states onto 
the specified manifold and remain on it with an evolution 
constraint, which can be stated as a set of the dynamic 
evolution of macro-variables written as Equation (18): 

𝑇𝜎̇(𝑣, 𝑡) + 𝜎(𝑣, 𝑡) = 0         (18) 

where 𝑇 =  [𝑇1, 𝑇2]𝑇 is the rate of convergence vector of the 
macro-variables to manifolds 𝜎 = 0, and σ̇is the derivative of the 
aggregated macro variable by time. 

 Solve the system (17) with the evolution condition (18) to 
obtain the control law. 
To solve the differential Equation (18), we select a PI-type of 

the macro variable for 𝑣𝑐  and 
𝑐
. By doing so, the tracking errors 

would converge effectively. Hence, the macro variables defined 
are expressed as: 

𝜎(𝒗, 𝑡) = [
𝜎𝑣 (𝑡)

𝜎(𝑡)
] = [

𝑘1𝑒𝑣 + ∫ 𝑒𝑣
𝑡

0
(𝑡)𝑑𝑡

𝑘2𝑒̇ + ∫ 𝑒̇
𝑡

0
(𝑡)𝑑𝑡

]        (19) 

The derivation of the macro variable𝜎(𝑡) is:  

𝜎̇(𝒗, 𝑡) = [
𝜎̇𝑣  (𝑡)

𝜎̇(𝑡)
] = [

𝑘1𝑒̇𝑣 + 𝑒𝑣

𝑘2𝑒̇̇ + 𝑒̇
]        (20) 

In a more compact form, we write: 

𝜎̇(𝒗, 𝑡) = 𝑘𝑒̇ + 𝑒          (21) 

where𝑘 = [𝑘1, 𝑘2]
𝑇 is the vector of positive coefficients and the 

vector of errors is 𝑒 = [𝑒𝑣 𝑒̇]𝑇, 𝑒𝑣 is the linear velocity error 
and 𝑒̇ is the steering velocity error. It is obvious that the tracking 

errors converge to if the parameters (𝑘1, 𝑘2) are selected 
properly. The control law τ is obtained by letting 𝜎̇(𝑡) equal to 
zero. This is necessary for the state trajectory to stay on the 

synergetic surface. Since 𝑇𝜎̇ + 𝜎 =0, therefore: 

𝜎̇ =
−𝜎

𝑇
           (22) 

Substituting (22) in (21), yields 

𝑒̇ = −
𝑒

𝑘
−

𝜎

𝑇
          (23) 

The velocities errors are defined as: 

𝑒 = 𝑉𝑑 − 𝑉          (24) 

For which the derivative is obtained: 
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𝑒̇ = 𝑉𝑑̇ − 𝑉̇          (25) 

According to Equation (15), the system dynamic error is 
obtained as : 

𝑒̇ = 𝑉𝑑̇(𝑡) +  𝐴𝑉(𝑡) − 𝐵𝜏(𝑡)        (26) 

Upon solving Eq. (26) for 𝜏while taking into account Equation 
(23), the SC for the car like mobile robot law can be found as: 

𝜏(𝑡) = 𝐵−1[
𝑒

𝑘
+

𝜎

𝑘𝑇
 + 𝑉̇𝑑(𝑡) +  𝐴𝑉(𝑡)]       (27) 

where k is a diagonal matrix whose elements are 𝑘1 and 𝑘2.By a 

suitable selection of the design parameters 𝑘1 and 𝑘2, the final 
system can attain a suitable performance. Stability can be 
evaluated using the following Lyapunov function candidate 

𝐿1 =
1

2
𝜎𝑇𝜎           (28) 

This leads, after differentiation and using Eq. (21), to: 

𝐿̇1 = 𝜎𝑇(𝑘𝑒̇ + 𝑒)           (29) 

Written finally as, 

𝐿̇1 = −
𝜎𝑇𝜎

𝑇
< 0          (30) 

Therefore, 𝐿̇1 is confirmed negative and consequently, the ve-
locity tracking error will exponentially converge to zero. 

4. GWO OF PARAMETERS 

Grey Wolf Optimisation (GWO) is a smart swarm technique 
developed by Mirjalili et al. (2014), which mimics the leadership 
hierarchy of wolves which are well known for their group hunting. 
This algorithm mimics the social leadership hunting behavior of 
gray wolves in the wild. In this algorithm, the population is divided 
into four groups: alpha (α), beta (β), delta (δ) and omega (ω). The 
first three strongest wolves are considered α, β and δ which guide 
the other wolves (ω) to promising areas of the search space. 

4.1. 4.1. Objective function 

The objective function should be well chosen in order to find 
the unknown parameters of the designed control law leading to 
improve the performances of the control loop, such as the dynam-
ic precision, the overshoot and the static error. The objective 
function considered is based on an error criterion, which is often 
the case when evaluating controller performances, for our applica-
tions, we have carried out a series of tests. In the end, our choice 
fell on two criteria namely: The integral of the error square (ISE), 
the integral of the square of the time-weighted error (ITSE), the 
integral of the error absolute (IAE) and the integral of the absolute 
of the time-weighted error (TIAE): 

ISE=∫ 𝑒(𝑡)2𝑡

0
dt.            (31) 

ITSE=∫ 𝑡𝑒(𝑡)2𝑡

0
dt           (32) 

IAE=∫ |𝑒(𝑡)|
𝑡

0
dt           (33) 

ITAE=∫ 𝑡|𝑒(𝑡)|
𝑡

0
dt           (34) 

4.2. GWO basic algorithm 

This algorithm imitates the hunting mechanism of gray wolves 
in nature, this kind of wolves mostly prefer to live in groups. 
Where the group can consist of 5–12 wolves. Or in the GWO 
strategy, each individual in the group has a specific role. Moreo-
ver, one of the interesting realities of the social life of these wolves 
is a very strict social hierarchy structure in the group; the main 
stages of the hunting of this type of wolves are: 

 Tracking, chasing and approaching the prey  

 Pursuing, encircling and harassing the prey until it stops 
moving  

 Attack towards the prey  
When designing GWO the social hierarchy of wolves, we con-

sider the alpha (𝛼) the fittest solution, the second and third-best 

solutions are beta (𝛽) and delta (𝛿), respectively. The rest of the 
candidate solutions are assumed to be omega. In the GWO algo-

rithm, the hunting (optimisation) is guided by 𝛼, 𝛽 and 𝛿. 

The (𝜔) wolves follow these three wolves. 

4.2.1. Encircling prey 

Describe the grey wolves encircle prey during the hunt by the 
following equations: 

𝐷⃗⃗ = |𝐶 . 𝑋 𝑝(𝑡) − 𝑋 (𝑡)|          (35) 

𝑋 (𝑡 + 1) = 𝑋 𝑝(𝑡) − 𝐴 . 𝐷⃗⃗           (36) 

where: t indicates the current iteration, 𝐴 and 𝐶  are coefficient 

vectors,𝑋 p is the position vector of the prey,𝑋  indicates the posi-

tion vector of a grey wolf. The vectors are calculated as follows: 

𝐴 = 2𝑎 . 𝑟1⃗⃗⃗  − 𝑎            (37) 

𝐶 = 2𝑟2⃗⃗  ⃗            (38) 

where components of 𝑎  are linearly decreased from 2 to 0 over 

the course of iterations and 𝑟1 , 𝑟2 are random vectors in [0,1]. 

4.2.2. Hunting 

To search and identify the location of the prey and its sur-
roundings. It is generally via Alpha, Beta and Delta which can also 
participate from time to time. However, the ideal location of prey 
does not have any idea of it remains. To mathematically simulate 
the hunting behavior of grey wolves, we assume that alpha (best 
candidate solution) beta and delta have better knowledge of the 
likely location of prey. Therefore, we save the three best solutions 
obtained so far and force other agents (including omegas) to 
update their sites according to the position of the best search 
agents. 

𝐷𝛼
⃗⃗⃗⃗  ⃗ = |𝐶1

⃗⃗⃗⃗ . 𝑋 𝛼(𝑡) − 𝑋 (𝑡)|, 𝐷𝛽
⃗⃗ ⃗⃗  = |𝐶2

⃗⃗⃗⃗ . 𝑋 𝛽(𝑡) − 𝑋 (𝑡)|, 

 𝐷𝛿
⃗⃗ ⃗⃗  = |𝐶3

⃗⃗⃗⃗ . 𝑋 𝛿(𝑡) − 𝑋 (𝑡)|                                        (39) 

𝑋1
⃗⃗⃗⃗ = 𝑋 𝛼 − 𝐴1

⃗⃗⃗⃗ . (𝐷𝛼
⃗⃗ ⃗⃗ ⃗⃗  ⃗), 𝑋2

⃗⃗⃗⃗ = 𝑋 𝛽 − 𝐴2
⃗⃗ ⃗⃗ . (𝐷𝛽

⃗⃗⃗⃗⃗⃗  ⃗), 

 𝑋3
⃗⃗⃗⃗ = 𝑋 𝛿 − 𝐴3

⃗⃗ ⃗⃗ . (𝐷𝛿
⃗⃗ ⃗⃗ ⃗⃗  )          (40) 
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𝑋 (𝑡 + 1) =
𝑋1⃗⃗⃗⃗  ⃗+𝑋2⃗⃗⃗⃗  ⃗+𝑋3⃗⃗⃗⃗  ⃗

3
                (41) 

where: 𝑋 𝛼, 𝑋 𝛽 , 𝑋 𝛿  represents the position of the alpha, beta and 

delta respectively. X indicates the position of the current 

tion. 𝐶1
⃗⃗⃗⃗ , 𝐶2

⃗⃗⃗⃗ , 𝐶3
⃗⃗⃗⃗  : Are random vectors. 

4.2.3. Attacking prey (exploitation) 

The proceeding of the hunt is finished when the prey stops 
moving which is then attacked by the grey wolves. In the mathe-
matical model, the approaching towards the prey is made by a 

decreasein the value of a. Note that the fluctuation range of 𝐴  is 

also decreased by a. 𝐴  is a random value in the interval [-a,a], 
and for each iteration, the value of a is decreased from 2 to 0. 

When random values of 𝐴  is in the interval [1, 1], the next 
search agent position is between its current position and the 
position of the prey. For A value of |A|<1 forces the wolves to 
attack towards the prey. 

4.3. Algorithm process 

The GWO algorithm works according to the following steps: 

 Step 1: Initialise a random wolf population based on the upper 
and lower limits of the variables. 

 Step 2: Calculate the corresponding objective value for each 
Wolf.  

 Step 3: Choose the first three best wolves and save them 
under α, β and δ.  

 Step 4: Update the position of the rest of the population 
(wolves) using Equations (39), (40), and (41). 

 Step 5: Update of parameters a, A and C.  

 Step 6: Go to the 2nd step if the final criterion is not satisfied.  

 Step 7:  Returns the position of α as the approximate optimal 
optimum. 
Fig. 2 resumes the control strategy proposed in this work. 

 
Fig. 2. The system architecture of the closed-loop system 

5. FUZZY LOGIC TYPE 2 PARAMETERS FINDING  

Even though the GWO algorithm gives the parameters that 
are relatively suitable for the controller and can be viewed as a 
means to find the best choice than using trial and error, we re-
marked that the tracking is not as good as it was expected when 
disturbances are present. In this section, we use fuzzy logic type 2 

to estimate the parameters[𝑇1, 𝑇2, 𝑘1, 𝑘2]
𝑇at each sampling time 

to reject as much as possible the effect of the external disturb-
ances. In the presence of disturbances, the term d is added and 
Equation (14) presents, in this case, the system with added dis-
turbances: 

𝑉̇(𝑡) = −𝐴𝑉(𝑡) + 𝐵𝜏(𝑡)+𝑑                                                  (42) 

In this equation the vector of disturbances is d, such that:𝑑 =
[𝑑𝑣 𝑑̇].The elements of the this vector are bounded, i.e., 
|𝑑𝑣| < 𝜁𝑣 , |𝑑̇| < 𝜁̇. 𝑑𝑣 and 𝑑̇  represent the perturbations 

of linear and steering Velocities and 𝜁𝑣  and 𝜁̇ are positive con-

stants. In our study, we define 𝑑𝑣 and 𝑑̇ as: 

{
𝑑𝑣 = 𝑠𝑖𝑛𝑡(𝜋𝑡)
𝑑̇ = 𝑐𝑜𝑠𝑡(𝜋𝑡)

                                                                   (43) 

The fuzzifier is built using three Gaussian membership func-
tions for both input variables and three Gaussian membership 

functions for each of the four output variables as is depicted in 
Figs. 3–6. The following linguistic variables are assigned to each 
of the input and output fuzzy membership functions N, Z and of 
output S, M and B. Where the meaning of each linguistic variable 
should be clear from its mnemonic; in fact, N stands for negative, 
Z stands for Zero, P stands for positive, S stands for small, M 
stands for Mean and B stands for Big. 

 
Fig. 3. Fuzzy sets of input function (𝑒𝑣) 
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Fig. 4. Fuzzy sets of input function (𝑒̇) 

 
Fig. 5. Fuzzy sets of output function (𝐾𝑖) 

 
Fig. 6. Fuzzy sets of output function (𝑇𝑖) 

Fig. 7 shows the block diagram used for this purpose. In this 
system, the fuzzy inputs are the linear and steering velocity errors 

ev and eψ̇ while the fuzzy outputs are the SC parameters 

k1, k2, T1 and  T2. 
The derivation of the rules obeys many techniques such as 

that of the experience and skilled operator. In our case, we made 
use of the knowledge of the behavior of the systems towards the 
values of the different parameters, taking into consideration that 

𝑘𝑖 ≥ 0 and 𝑇𝑖 ≥ 0, i = 1, 2.  

 
Fig. 7. The system architecture of the closed-loop system by fuzzy logic 

Thus the parameters are gauged by the following fuzzy infer-
ence mechanism: 

 If 𝑒𝑣 is N and if 𝑒̇is N then 𝑘1 is S, 𝑎𝑛𝑑 𝑘2,is S and 𝑇1 is S 

and 𝑇2 is S. 

 If 𝑒𝑣 is N and if 𝑒̇is Z then 𝑘1 is S, 𝑎𝑛𝑑 𝑘2,is M and 𝑇1 is S 

and 𝑇2 is M. 

 If 𝑒𝑣 is N and if 𝑒̇is P then 𝑘1 is S, 𝑎𝑛𝑑 𝑘2,is B and 𝑇1 is S 

and 𝑇2 is B. 

 If 𝑒𝑣 is Z and if 𝑒̇is N then 𝑘1 is M, 𝑎𝑛𝑑 𝑘2,is S and 𝑇1 is M 

and 𝑇2 is S. 

  If 𝑒𝑣 is Z and if 𝑒̇is Z then 𝑘1 is M, 𝑎𝑛𝑑 𝑘2,is M and 𝑇1 is M 

and 𝑇2 is M. 

 If 𝑒𝑣 is Z and if 𝑒̇is P then 𝑘1 is M, 𝑎𝑛𝑑 𝑘2,is B and 𝑇1 is M 

and 𝑇2 is B. 

 If 𝑒𝑣 is P and if 𝑒̇is N then 𝑘1 is B, 𝑎𝑛𝑑 𝑘2,is S and 𝑇1 is B 

and 𝑇2 is S. 

 If 𝑒𝑣 is P and if 𝑒̇is Z then 𝑘1 is B, 𝑎𝑛𝑑 𝑘2,is M and 𝑇1 is B 

and 𝑇2 is M. 

 If 𝑒𝑣 is P and if 𝑒̇is P then 𝑘1 is B, 𝑎𝑛𝑑 𝑘2,is B and 𝑇1 is B 

and 𝑇2 is B. 

6. SIMULATION RESULTS 

A simulation study has been conducted to assess the effec-
tiveness of the proposed control. The SC performances are eval-
uated. The control objective is to make the linear and steering 
velocities converge to the desired references. To investigate the 
effectiveness of the proposed methodologies, numerical simula-
tions were carried out for the SC without disturbance. To test the 



Zoulikha Bouhamatou, Foudil Abedssemed                           DOI  10.2478/ama-2022-0007 
Fuzzy Synergetic Control for Dynamic Car-Like Mobile Robot 

54 

robustness of the approaches, disturbances were added in the 
second scenario of the simulation. 

Let us consider: 

 The desired linear velocity: 𝑉𝑑 = 1.0𝑚. 𝑠−1 and the desired 

steering velocity:̇
𝑑

= 1.0 𝑟𝑎𝑑. 𝑠−1.  

The mobile robot parameters are given in Tab. 1. 

Tab. 1. Parameters used in the simulation 

Mobile Robot 

𝐼𝜃(𝐾𝑔𝑚2) 𝐼𝑤(𝐾𝑔_𝑚2) m (kg) d(m) 

1.35 5*10-3 25 0.2 

This part presents the results of simulations of SC to judge the 
performances achieved by the manual gain, GWO algorithm and 
fuzzy logic type 2. We have used some metrics for this purpose to 
evaluate the mean linear velocity and the mean steering velocity 
errors. The tracking of the linear and steering velocities with the 
best gains are depicted in Figs. (8) and (9). The controller is tuned 
to have the fastest response. In these figures, one can figure out 
how fast is the response of the mobile robot to reach the refer-
ence velocities. To highlight this aptitude, trajectories errors are 
added in Figs. (10) and (11) while figures (12) and (13) present 
the control torques (14) and (15) present the macro-variable 
function. 

 
Fig. 8. Linear velocity 

 

Fig. 9. Steering velocity 

 
Fig. 10. Tracking error of linear velocity 

 
Fig. 11. Tracking error of steering velocity 

 
Fig. 12. Generated torque1 

We should point out that the SC law used the best optimal pa-
rameters found by the GWO algorithm and fuzzy logic type2. 
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Fig. 12. generated torque2 

 
Fig. 14. Macro-variable1 

 
Fig. 15. Macro-variable2 

In fact, after execution of the algorithm for 25 generations, us-
ing the hyper-parameters of the GWO given in Table 2, we report 
in Table 3 the resulting optimum values of the gains and the rate 
of convergences for two chosen objective functions given by 
expressions (31), (32), (33) and (34). As for thesake of compari-
son, we start our simulation by trial and error on the unknown 
parameters. We tried to fix them manually and look for the best 
performances as it is depicted in Tab. 2. For each set of the pa-

rameters: 𝑘1, 𝑘2, 𝑇1and 𝑇2, we compare the different metrics 
defined in the first column of Tab. 3. As one can notice, the time 
taken for the robot to start tracking the desired velocities is within 
0.5 swith a convergence time of about 3 s. The rising time of the 
steering velocity is decreased when its rate of convergence is 
reduced and the value of the gain is increased. However, the time 
of convergence and the mean errors of velocities become small 
as well as the mean error of the steering velocity. From Tab. 3, we 
can see that the best parameters are those given in column three, 
compromised by the time of convergence. We notice also that the 
time taken for the robot to start tracking the desired velocities is 
very fast with a convergence time of almost 3 s. The rising time of 
the steering velocity can decrease when its rate of convergence is 
reduced and the gain is increased. However, one can remark that 
the values plugged in this table were very hard to find by trial and 
error. Therefore, we cannot assert that these parameters are the 
best ones to span the whole parameter space and choose the 
values that can give the best performances automatically. In this 
case, we ran the GWO algorithm and recorded the performances 
found and plugged them in Table II. To observe the effect of the 
parameter values, a comparison between the results obtained 
using manual trials, the GWO algorithm and those of Fuzzy logic 
type 2. As it can be seen, that the Fuzzy logic type 2 and the 
value of GWO obtained from the integral of the error absolute 
achieved the best records. 

Moreover, to test the robustness of each of the approaches, 
we inject some disturbances into the system. By trial error, we 
adjust manually the parameters until we observe that the veloci-
ties approach as close as possible their references. Despite the 
optimum parameters found by the integral of the square of the 
time-weighted error TISE of the GWO algorithm, it remains to 
enable to eliminate residual disturbances. To arrive at a satisfac-
tory objective. The SC based on fuzzy logic type 2 parameter 
finding has solved the problem. In fact, the ability to find the ap-
propriate parameter values at each sampling time helped in re-
ducing enormously the effect of disturbances, where, one can 
observe an excellent response of tracking the forward and steer-
ing velocities. 

It can be seen that the system operates on the manifold 

 =  0. The convergence rate of the dynamical system is deter-
mined by the value of the parameter T, the smaller the T value, 
the higher the convergence rate, the figures of simulation demon-
strate that the convergence rate can be controlled. 

Tab. 2. GWO parameters of synergetic 

Objective function IAE ITAE ISE TISE 

Gain 
k1 =  480 

k2 =  480 

k1 = 401 

k2 = 500 

k1 = 455 

k2 = 350 

k1 = 455 

k2 = 497 

The rate of convergence 
T1 = 0.011 

T2 = 0.00 

T1 = 0.01 

T2 = 0.0 

T1 = 0.02 

T2 = 0.01 

T1 = 0.004 

T2 = 0.008 
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Tab. 3. Mean error of synergetic control 

 

aaa 
7. CONCLUSION 

In this paper, an optimised SC is proposed. The SC is de-
signed to track the forward and steering velocities of a CLMR. The 
control law obtained involved parameters that should be well 
tuned to get the best performances. The tuning has been per-
formed using the GWO optimisation algorithm and fuzzy logic type 
2. The simulation confirmed a rapid convergence of the control 
law. Moreover, applying this control law helps in avoiding the 
chattering problem while assuring asymptotical stability. To arrive 
at the best performances, we used the GWO algorithm and fuzzy 
logic type 2 to get the optimised parameters of the control law. 
The SC law based on fuzzy adaptive parameters can choose the 
appropriate values of the parameters to best remove the external 
disturbances, which demonstrates its robustness. The results 
obtained are very satisfactory and promise a lot in the use of this 
control law in driving an autonomous vehicle in real-time condi-
tions. 

These control laws of linear and steering velocity can assure 
the asymptotical stability of the system by applying the Lyapunov 
theory, and proves that the controller is stable for any combination 
of the error states. The advantage of this control law is to elimi-
nate the disturbances due to the dynamic model, such that the 
error states of the robot converge to zero. 
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Abstract: The paper addresses the multi-body modelling of an electric wheelchair using Jourdain’s principle. First, a description  
of the adopted approach was presented. Next, the mathematical equations were developed to obtain the dynamic behaviour  
of the concerned system. The numerical computation was performed with MATLAB (matrix laboratory: a high performance language  
of technical computing) and validated by MBD (Multi-Body Dynamics) for Ansys, a professional multi-body dynamics simulation software 
powered by RecurDyn. Afterwards, the model was treated as an objective function included in genetic algorithm. The goal was to improve 
the ride quality and the road holding as well as the suspension workspace. The multi-objective optimisation aimed to reduce  
the Root-Mean-Square (RMS) of the seat’s vertical acceleration, the wheels load and the workspace modulus by varying the bodies’ 
masses, the spring-damper coefficients and the characteristics of the tires. Acceptable solutions were captured on the Pareto fronts,  
in contrast to the relatively considerable processing time involved in the use of a random road profile generated by the power spectral  
density (PSD). During the process, the compatibility and the efficiency of Jourdain’s equations were inspected. 

Key words: multi-body systems, Jourdain’s principle, electric wheelchair, multi-objective optimisation, genetic algorithm

1. INTRODUCTION 

Recent systems are complex and consist of many bodies in-
terconnected by joints and elements of force. These systems are 
called multi-body systems in the literature. The dynamic equations 
that generate the motion of these systems are highly non-linear 
and thus in most cases cannot be solved by a closed analytical 
form, making the numerical solution of the resulting equations 
indispensable. Therefore, a proper choice of the formalism of 
multi-body modelling can improve numerical efficiency. 

In 1909, Jourdain [16] had an intention to find a bridge be-
tween d’Alembert’s principle and the Gauss principle of least 
constraint, and he did so by publishing a paper about a third 
principle of mechanics. This generalised form of d’Alembert’s 
principle uses virtual velocities instead of virtual displacements, 
and is applied to systems with differential nonholonomic con-
straints [27]. Papastavridis [22] has demonstrated that Jourdain’s 
principle results naturally from the total time differentiation of 
Lagrange’s principle and produces the correct equations of motion 
independently of any commutation assumptions. Inexplicably, this 
principle seems to be very little known, and also appears prone to 
be confused with Kane’s equations [17] presented in 1961 as “a 
general method for obtaining the differential equations of nonho-
lonomic systems”. Some authors state that Kane’s equations are 
merely a reformulation of the concepts Appell and Jourdain devel-
oped earlier, due to which Piedboeuf [24] has reviewed both 
Jourdain’s principle and Kane’s equations and demonstrated that 
the latter can be expressed as easily the former. Henceforth, 

Jourdain’s principle will be applied in modelling dynamical behav-
iour of mechanical systems such as a powered wheelchair. 

Electric wheelchairs are helpful for people unable to use a 
manual wheelchair, especially for larger distances or over rough 
terrain. In case a wheelchair is provided with a suspension, as 
shown in the example of Fig. 1, it will have an increased perfor-
mance. 

 
Fig. 1. The KARMAN XO-202 electric wheelchair [12] 

To improve its performance, an electric-powered wheelchair 
may be subject to different types of studies. Vingback et al. [34] 
have used a motion base simulator to facilitate fast and cost-
efficient development and adjustment of wheel suspension sys-
tems and parameters for increasing the ride comfort of wheel-
chair-seated passengers. Wang et al. [35] have compared the 
vibration isolation performances of the convalescent-wheelchair 
robot with and without a vibration-reducing device, and conducted 
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the sensitivity analysis of the vibration responses to the important 
dynamic parameters. Although there exist many works dealing 
with the development of active and semi-active suspension sys-
tems, such as the researches of Van der Sande et al. [33], Anan-
dan and Kandavel [2] and others [4, 8, 20, 29, 31] on multi-
objective optimisation related to passenger comfort and road 
holding of ground vehicles, few dealt with multi-objective optimisa-
tion of electric wheelchairs. The focus was on improving control 
automatisms using genetic algorithms, in contrast with the studies 
of Sankardoss and Geethanjali [28], Ahmad et al. [1] and Dad et 
al. [5]. However, there is a lack of powered wheelchair design 
optimisation that combines evolutionary algorithms and Jourdain’s 
equations. 

This article will provide a clear description of the multi-body 
modelling of an electric wheelchair according to Jourdain’s princi-
ple, from the generation of equations of motion to the numerical 
computation. Of particular interest are the interaction between the 
first-order ordinary differential equations (ODEs) and the non-
linearity of the forces applied by the suspension as well as the 
random road effect produced by the power spectral density (PSD). 
The validated model will be injected into an optimisation program 
in order to investigate its efficiency, robustness and rapidity as a 
function with multiple objectives. The choice will be on the genetic 
algorithm in the MATLAB Optimisation Toolbox to improve ride 
quality and road holding. The multi-objective optimisation will aim 
to reduce the Root-Mean-Square (RMS) of the seat’s vertical 
acceleration, the tires load and the suspension workspace modu-
lus by varying the bodies’ masses, the spring-damper coefficients 
and some parameters of the tires. The dominant objectives will be 
extracted, and the influence of the normalised variables will be 
examined. The reader will notice the frequent use of the prede-
fined functions of MATLAB, both in modelling and optimisation, 
the aim of which is to benefit from a combination between these 
tools and first-order differential equations by having a straightfor-
ward process. 

2. JOURDAIN’S PRINCIPLE OF VIRTUAL POWER 

According to Rill [26], a right-handed Cartesian coordinate 
system is fixed to the body in its centre of mass (CoG: Centre of 

Gravity). The position and the orientation of body 𝑖 with respect to 
the inertial reference frame 0 (RF0) is determined by the position 

vector 𝑟 and the rotation matrix 𝐴, respectively. 

𝑟0𝑖,0 = 𝑟0𝑖,0(𝑦)                                                                       (1) 

and  

 𝐴0𝑖,0 = 𝐴0𝑖,0(𝑦)                                                                       (2) 

where the generalised coordinates 𝑦1, 𝑦2, . . . , 𝑦𝑛 are collected in 
the vector 𝑦. The velocity of body 𝑖 in RF0 is  

𝑣0𝑖,0 =
𝑑

𝑑𝑡
𝑟0𝑖,0(𝑦) = ∑ ‍

𝑓
𝑚=1

𝜕𝑟0𝑖,0(𝑦)

𝜕𝑦𝑚
𝑦̇𝑚 = 𝑣0𝑖,0(𝑦, 𝑦̇)          (3) 

The time derivative of 𝐴0𝑖. 𝐴0𝑖
𝑇  is a skew-symmetric matrix 

‍𝜔̃0𝑖,0 =‍ [

0 −𝜔0𝑖,0(3) 𝜔0𝑖,0(2)

𝜔0𝑖,0(3) 0 −𝜔0𝑖,0(1)

−𝜔0𝑖,0(2) 𝜔0𝑖,0(1) 0
]                  (4) 

where the vector of angular velocity  

 𝜔0𝑖,0 = [𝜔0𝑖,0(1), 𝜔0𝑖,0(2), 𝜔0𝑖,0(3)]
𝑇

                                (5) 

For simplification, we replace by 𝑧, where 𝑧 = 𝐾(𝑦)𝑦̇, 

𝑧 = 𝑧(𝑦, 𝑦̇), 𝑣0𝑖,0(𝑦, 𝑧) and 𝜔0𝑖,0(𝑦, 𝑧). The time derivative of 

velocities yields to 

𝑎0𝑖,0 = ∑ ‍
𝑓
𝑚=1

𝜕𝑣0𝑖,0(𝑦,𝑧)

𝜕𝑦𝑚
𝑦̇𝑚 + ∑ ‍

𝑓
𝑚=1

𝜕𝑣0𝑖,0(𝑦,𝑧)

𝜕𝑧𝑚
𝑧̇𝑚                (6) 

𝛼0𝑖,0 = ∑ ‍
𝑓
𝑚=1

𝜕𝜔0𝑖,0(𝑦,𝑧)

𝜕𝑦𝑚
𝑦̇𝑚 + ∑ ‍

𝑓
𝑚=1

𝜕𝜔0𝑖,0(𝑦,𝑧)

𝜕𝑧𝑚
𝑧̇𝑚               (7) 

The motion of one rigid body is described by Newton–Euler 
equations  

𝑚𝑖 . 𝑎0𝑖,0 = 𝐹𝑖,0                                                                       (8) 

 Θ𝑖,0. 𝛼0𝑖,0 + 𝜔0𝑖,0 × Θ𝑖,0. 𝜔0𝑖,0 = 𝑇𝑖,0                        (9) 

where 𝑚𝑖 is the mass of body 𝑖 and Θ𝑖,0 is the corresponding 

inertia tensor. The forces and torques for constrained systems are 

devoted to ones applied on body 𝑖 and others provided by 

constraints  

𝐹𝑖,0 = 𝐹𝑖,0
𝑎 + 𝐹𝑖,0

𝑐                                                                      (10) 

𝑇𝑖,0 = 𝑇𝑖,0
𝑎 + 𝑇𝑖,0

𝑐                                                                      (11) 

The partial velocities and partial angular velocities are 

arranged in the 3 × 𝑓 Jacobian matrices of translation and 

rotation, as under: 

𝜕𝑣0𝑖,0

𝜕𝑧
= [

𝜕𝑣0𝑖,0(𝑦,𝑧)

𝜕𝑧1
,
𝜕𝑣0𝑖,0(𝑦,𝑧)

𝜕𝑧2
, . . . ,

𝜕𝑣0𝑖,0(𝑦,𝑧)

𝜕𝑧𝑓
]                      (12) 

𝜕𝜔0𝑖,0

𝜕𝑧
= [

𝜕𝜔0𝑖,0(𝑦,𝑧)

𝜕𝑧1
,
𝜕𝜔0𝑖,0(𝑦,𝑧)

𝜕𝑧2
, . . . ,

𝜕𝜔0𝑖,0(𝑦,𝑧)

𝜕𝑧𝑓
]                     (13) 

Using the Jacobian matrices, the accelerations are obtained 

as: 

𝑎0𝑖,0 =
𝜕𝑣0𝑖,0

𝜕𝑧
𝑧̇ + 𝑎0𝑖,0

𝑅                                                      (14) 

𝛼0𝑖,0 =
𝜕𝜔0𝑖,0

𝜕𝑧
𝑧̇ + 𝛼0𝑖,0

𝑅                                                      (15) 

 The remaining terms in the accelerations are presented by 𝑅. 
It should be mentioned that the reaction terms are vanished. The 
first-order differential equation is 𝑀(𝑦)𝑧̇ = 𝑞(𝑦, 𝑧), where 

𝑓 × 𝑓 mass matrix is defined by 

𝑀(𝑦) = ∑ ‍𝑘
𝑖=1 [

𝜕𝑣0𝑖,0
𝑇

𝜕𝑧
𝑚𝑖

𝜕𝑣0𝑖,0

𝜕𝑧
+

𝜕𝜔0𝑖,0
𝑇

𝜕𝑧
Θ𝑖,0

𝜕𝜔0𝑖,0

𝜕𝑧
]               (16) 

and the 𝑓 × 1 vector of generalised forces is given by 

𝑞(𝑦, 𝑧) = ∑ ‍𝑘
𝑖=1 [

𝜕𝑣0𝑖,0
𝑇

𝜕𝑧
𝐻1 +

𝜕𝜔0𝑖,0
𝑇

𝜕𝑧
𝐻2]                                 (17) 

where  

𝐻1 = 𝐹𝑖,0
𝑎 −𝑚𝑖 . 𝑎0𝑖,0

𝑅                                                               (18) 

and  

𝐻2 = 𝑇𝑖,0
𝑎 − Θ𝑖,0. 𝛼0𝑖,0

𝑅 − 𝜔0𝑖,0 × Θ𝑖,0. 𝜔0𝑖,0                         (19) 

3. DYNAMICAL MODEL OF THE ELECTRIC WHEELCHAIR 

3.1. Kinematics  

The Non-Linear Two-Dimensional Electric Wheelchair (NL2D-
EWC), presented in Fig. 2, consists of four rigid bodies: Chassis 
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or Sprung mass (S), Control arm (C), Front Tire (FT) and Rear 
Tire (RT). The motion of the system is described by four general-

ised coordinates y = (𝑧‍‍𝛾‍‍𝛽‍‍𝜑)𝑇  representing the vertical 
displacement of the Sprung mass, the rotation angle of the Con-
trol arm about the revolute joint Bc, the rotation angle of the FT 
about the revolute joint Bf and the rotation angle of the RT about 
the revolute joint Br, respectively. The tires’ deflections rsf and rsr, 
and the step inputs uf and ur of the road, are illustrated in Fig. 2. 

 
Fig. 2. The NL2D-EWC. FT, front tire; NL2D-EWC, non-linear  
            two-dimensional electric wheelchair; RT, rear tire 

The position, velocity and acceleration of the Sprung mass’ 
CoG are   

𝑝𝑠 =‍(
0
0

𝑏 + 𝑧
) , 𝑣𝑠 = (

0
0
𝑧̇
) , 𝑎𝑠 = (

0
0
𝑧̈
)                                (20) 

The distance b between the Sprung mass’ CoG and the 
ground, and the parameters l, d, a, n, rr0, rf0, h, f, d2 and e are 
shown in Fig. 2. The NL2D-EWC is not considered as a pitch-
plane model because there is no orientation for the Sprung mass. 
Therefore, the rotation matrix that describes the orientation of the 
Control arm with respect to the Sprung mass’ Reference Frame 
(SRF) is the same that describes it in RF0. 

𝐴𝑠
𝑐 =‍ 𝐴0

𝑐 =‍ [
cos𝛾 0 sin𝛾
0 1 0

−sin𝛾 0 cos𝛾
]                                         (21) 

and the angular velocity and angular acceleration are 

𝜔𝑐 =‍(
0
𝛾̇
0
) , and‍𝛼𝑐 = (

0
𝛾̈
0
)                                                   (22) 

The position vector is  

𝑝𝑐 = (
0
0

𝑏 + 𝑧
) + (

0
0
−𝑎
) + (

−𝑙‍cos𝛾
0

𝑙‍sin𝛾
)                                (23)  

The first two parts characterise the position of the revolute 
joint BC. The first and second derivatives yield to 

 𝑣𝑐 = (
0
0
𝑧̇
) + (

𝑙‍‍𝛾̇sin𝛾
0

𝑙‍‍𝛾̇cos𝛾
)                                                       (24)  

and the acceleration  

𝑎𝑐 = (
0
0
𝑧̈
) + (

𝑙‍‍𝛾̈sin𝛾
0

𝑙‍‍𝛾̈cos𝛾
) + (

𝑙‍‍𝛾̇2‍‍cos𝛾
0

−𝑙‍‍𝛾̇2sin𝛾
)                          (25)  

The orientation of the FT with respect to the RF0  
is determined by 

‍0
𝐹𝑇𝐴 = [

cos𝛽 0 sin𝛽
0 1 0

−sin𝛽 0 cos𝛽
]                                                  (26) 

and the momentary position is determined by 

𝑝𝐹𝑇 = (
0
0

𝑏 + 𝑧 − 𝑛
)                                                                (27)  

then the velocity and acceleration are given by 

𝜔𝐹𝑇 = (
0
𝛽̇
0

) , 𝛼𝐹𝑇 = (
0
𝛽̈
0

)                                                       (28) 

and  

 𝑣𝐹𝑇 = (
0
0
𝑧̇
) , 𝑎𝐹𝑇 = (

0
0
𝑧̈
)                                                       (29) 

for the RT  

‍0
𝑅𝑇𝐴 = ‍ [

cos𝜑 0 sin𝜑
0 1 0

−sin𝜑 0 cos𝜑
]                                                (30)  

𝑝𝑅𝑇 = ‍(
0
0

𝑏 + 𝑧 − 𝑎
) + (

−𝑑‍‍cos𝛾
0

𝑑‍‍sin𝛾
)                                    (31) 

The velocity and acceleration are  

 𝜔𝑅𝑇 = (
0
𝜑̇
0
) , 𝛼𝑅𝑇 = (

0
𝜑̈
0
)                                                     (32) 

and  

𝑣𝑅𝑇 = (
0
0
𝑧̇
) + (

𝑑‍‍𝛾̇‍‍sin𝛾
0

𝑑‍‍𝛾̇‍‍cos𝛾
)                                                   (33) 

𝑎𝑅𝑇 = (
0
0
𝑧̈
) + (

𝑑‍‍𝛾̈‍‍sin𝛾
0

𝑑‍‍𝛾̈‍‍cos𝛾
) + (

𝑑‍‍𝛾̇2‍‍cos𝛾
0

−𝑑‍‍𝛾̇2‍‍sin𝛾
)                  (34) 

According to Eqs (6) and (7) from the Jacobians, the partial 
velocities can be extracted from corresponding generalised 
velocities. 

3.2. Applied forces 

The complete force vector is populated from each body’s 
gravitational forces and translational forces of the spring-damper 
unit; finally, the tires’ longitudinal and vertical forces as it resumed 
is presented in Fig. 3 and Tab. 1. Translational springs are force 
elements in rigid-body systems. The force 𝐹𝑆 of a non-linear 
spring is defined by Hahn [11] as 

𝐹𝑆 = 𝐾𝑆.
𝑟𝐷𝐸,0

|𝑟𝐷𝐸,0|
. (|𝑟𝐷𝐸,0| − 𝑙0)                                               (35) 
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with a positive constant 𝐾𝑆 as the stiffness coefficient, 𝑙0 as the 

undeformed length of the spring and 𝑟𝐷𝐸,0 as the vector of the 

attachment points of the spring on the Sprung mass and the 
Control arm, the modulus of which is its deformed length. The 

force 𝐹𝑆 of the spring acts on both bodies in opposite directions 

where sign(𝐹𝑆) on the Sprung mass = –sign(𝐹𝑆) on the Control 
arm: 

 For |𝑟𝐷𝐸,0| − 𝑙0 > 0 the spring is under tension and the two 

bodies are pulled. 

 For |𝑟𝐷𝐸,0| − 𝑙0 < 0 the spring is under compression and the 

two bodies are pushed. 

 
Fig. 3. Contact pressure distribution: a) gap distance effect;  
            b) gap orientation effect Forces acting on the NL2D-EWC. FT,  
            front tire; NL2D-EWC, non-linear two-dimensional electric  
            wheelchair; RT, rear tire. 

For the translational damper, Hahn [11] defines the force 𝐹𝐷 

as 

𝐹𝐷 = 𝑁𝑆.
𝑟𝐷𝐸,0

|𝑟𝐷𝐸,0|
. |𝑟̇𝐷𝐸,0|                                                           (36) 

while NS is the suspension damping, 𝑟̇𝐷𝐸,0 represents the first 

derivative of the deformable length, and the sign convention is as 

follow: 

 For 𝑟̇𝐷𝐸,0 > 0 the damper forces exhibit a pull on the bodies. 

 For 𝑟̇𝐷𝐸,0 < 0 the two bodies move towards each other, and 

the damper forces exhibit a push on the bodies.  

Finally, the primary force of the spring-damper unit can be 

found as 

𝐹𝑆𝐷 = 𝐹𝑆 + 𝐹𝐷                    (37) 

According to Pacejka and Besselink [21], the normal load 𝐹𝑧 
of the wheel can be calculated as a linear function of the radial tire 
deflection measured by the reduction of the tire radius from the 

unloaded value 𝑟0 to the loaded static radius 𝑟𝑠 . As long as the 

tires are in contact with the actuator in 𝑢𝑘 (𝑘:= 𝑓𝑟𝑜𝑛𝑡, 𝑟𝑒𝑎𝑟), 
the vertical tire force is 

𝐹𝑧𝑘 = −𝑐𝑧𝑘 . (𝑟0𝑘 − 𝑟𝑠𝑘),‍‍‍‍𝑘: = 𝑓𝑟𝑜𝑛𝑡, 𝑟𝑒𝑎𝑟 (38) 

where  

 𝑟𝑠𝑓 = 𝑏 + 𝑧 − 𝑛 − 𝑈1 (39) 

𝑟𝑠𝑟 = 𝑏 + 𝑧 − 𝑎 + 𝑑. sin𝛾 − 𝑈2 (40) 

The constant 𝑐𝑧 characterises the compliance of the tires in 

the vertical direction. 𝑈1(𝑡) and 𝑈2(𝑡) are the inputs of the actu-
ator in the points 𝑢𝑘 at a certain time 𝑡𝑠𝑡𝑒𝑝. In the following pro-

cesses, the simulation of the road’s profile will take the three 
forms shown in Fig. 4.  

 
Fig. 4. Road’s profiles: (a) Step, (b) Bump, (c) Random road 

In the presence of adhesion in the contact area, Rill [26] 

defines the longitudinal tire force as 

𝐹𝑥𝑓 = −𝑐𝑥𝑓 . (𝑟𝑠𝑓 . 𝛽) − 𝑑𝑥𝑓 . (𝑟𝑠𝑓 . 𝛽̇)                                   (41) 

𝐹𝑥𝑟 = −𝑐𝑥𝑟 . (𝑑. (1 − cos𝛾) − 𝑟𝑠𝑟 . 𝜑) − 𝑑𝑥𝑟 . (𝑑. sin𝛾. 𝛾̇ −
𝑟𝑠𝑟 . 𝜑̇) (42) 

The constants 𝑐𝑥𝑘  and 𝑑𝑥𝑘  (𝑘:= 𝑓𝑟𝑜𝑛𝑡, 𝑟𝑒𝑎𝑟) model the 
tires’ longitudinal compliance and damping. It must be noted that 
for the rear wheel, the suspension damping affects the 
translational motions, and the rotation is determined by the 
longitudinal tire force only. 

3.3. Equations of motion 

Jourdain’s principle is resumed in two first-order ODEs. 

𝑀 =

[

𝑚𝑠 +𝑚𝑐 +𝑚𝐹𝑇 (𝑙. 𝑚𝑐 + 𝑑.𝑚𝑅𝑇)cos𝛾 0 0

(𝑙.𝑚𝑐 + 𝑑.𝑚𝑅𝑇) Θ𝑐 + 𝑙
2. 𝑚𝑐 + 𝑑

2. 𝑚𝑅𝑇 0 0
0 0 Θ𝑅𝑇 0
0 0 0 Θ𝐹𝑇

]                                                                                                                  

                                                                                                   (43)  
𝑞 =

(

 

𝐹𝑧𝑟 + 𝐹𝑧𝑓 −𝑚. 𝑔 + (𝑙.𝑚𝑐 + 𝑑.𝑚𝑅𝑇). sin𝛾. 𝛾̇

𝐹𝑆𝐷 − (𝑙.𝑚𝑐 + 𝑑.𝑚𝑅𝑇). cos𝛾. 𝑔 + 𝑑. (𝐹𝑥𝑟 . sin𝛾 + 𝐹𝑧𝑟 . cos𝛾)
−𝑟𝑠𝑟 . 𝐹𝑥𝑟
−𝑟𝑠𝑓. 𝐹𝑥𝑓 )

                           

                                                                                                  (44)  
where 
𝑚 = (𝑚𝑠 +𝑚𝑐 +𝑚𝑅𝑇 +𝑚𝐹𝑇)                                           (45) 

3.4. Numerical computation 

 While the analytical techniques of Newton, D’Alembert, La-
grange and Jourdain were developed centuries ago, these classi-
cal approaches have proven to be suitable for implementation on 
high-speed digital computers when used with matrix and numeri-
cal methods. The application of those methods results in a group 
of differential equations that may be expressed in a very matrix 
form and might be solved using numerical and computer methods 
[30]. As proved previously, two ODEs sum up Jourdain’s principle 
and they read as 

𝑦̇ = 𝑥                                                                                        (46)    

𝑀. 𝑥̇ = 𝑞                                                                                   (47) 

Kane and Levinson [18] have concluded that the process pro-
posed here may be expected to lead to computational algorithms 
involving fewer arithmetic operations than algorithms generated 
by employing the best available Lagrangian and Newton–Euler 
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approaches. The MATLAB function ode45 solves the ODEs in 
Eqs (43) and (44). To recover the accelerations, after the integra-
tion process is completed, knowing the coordinates and velocities 
at every reported time step, we recomputed the accelerations by 
reconstructing the equations of motion. The results will be validat-
ed next. 

4. COMPARATIVE ANALYSIS OF THE MODEL 

4.1. Data setting 

The parameters, the geometric constants and the initial values 
are collected in Tabs 1, 2 and 3 in order to perform the NL2D-
EWC model. 

Tab. 1. Model’s parameters 

Designation, (symbol) Value Unit 

Sprung mass with/without user’s weight, 
(𝑚𝑆) 

130/50 kg 

Mass of the control arm, (𝑚𝐶) 2 kg 

Mass of the rear wheel, (𝑚𝑅𝑇) 8 kg 

Mass of the front wheel, (𝑚𝐹𝑇) 4 kg 

Inertia of the control arm, (Θ𝑐) 0.6 kg.m2 

Inertia of the rear wheel, (Θ𝑅𝑇) 0.5 kg.m2 

Inertia of the front wheel, (Θ𝐹𝑇) 0.5 kg.m2 

Suspension stiffness , (𝐾𝑆) 10,000 N/m 

Suspension damping, (𝑁𝑆) 2,150 N.s/m 

Longitudinal RT stiffness, (𝑐𝑥𝑟) 20,0000 N/m 

Longitudinal RT damping, (𝑑𝑥𝑟) 1,500 N.s/m 

Vertical RT stiffness, (𝑐𝑧𝑟) 98,700 N/m 

Longitudinal FT stiffness, (𝑐𝑥𝑓) 200,000 N/m 

Longitudinal front tire damping, (𝑑𝑥𝑓) 1,500 N.s/m 

Vertical front tire stiffness, (𝑐𝑧𝑓) 98,700 N/m 

Gravity, (𝑔) 9.81 m/s2 

FT, front tire; RT, rear tire. 

Tab. 2. Constants of the NL2D-EWC 

Designation,(symbol) Value (m) 

Distance between the joint Bc and the Control arm 

CoG, 𝑙 
0.210 

Distance between joint Bc and joint Br, 𝑑 0.266 

Distance between Sprung mass CoG and joint Bc, 𝑎 0.383 

Distance between Sprung mass CoG and the ground, 

𝑏 
0.574 

Distance between Sprung mass CoG and joint Bf, 𝑛 0.489 

RT radius, 𝑟𝑟0 0.173 

FT radius, 𝑟𝑓0 0.085 

Vertical position of spring attachment D, ℎ 0.087 

Longitudinal position of spring attachment D, 𝑓 1.37 

Distance between Front Tire centre and joint Bc, 𝑑2 0.3 

Distance between joint Bc and spring attachment E, 𝑒 0.28 

FT, front tire; RT, rear tire; NL2D-EWC, non-linear two-dimensional 
electric wheelchair 

Tab. 3. Initial values 

Designation Value Unit 

𝑧0 0 𝑚 

𝛾0 0 𝑟𝑎𝑑 

𝜙0 0 𝑟𝑎𝑑 

𝛽0 0 𝑟𝑎𝑑 

𝑧̇0 0 𝑚/𝑠 

𝛾̇0 0 𝑟𝑎𝑑/𝑠 

𝜙̇0 0 𝑟𝑎𝑑/𝑠 

𝛽̇0 0 𝑟𝑎𝑑/𝑠 

4.2. Model’s implementation in MBD for Ansys/RecurDyn 

To validate the mathematical model developed in MATLAB, a 
Three-Dimensional Electric Wheelchair (3D-EWC) was built in 
MBD for Ansys, a professional multi-body dynamics simulation 
software powered by RecurDyn. The 3D-EWC appearing in Fig. 
5(a) was inspired from the KARMAN’s XO-202 electric wheelchair, 
but some differences exist concerning the design, the measure-
ments and the objective. The seat of the model is not supposed to 
stand up as the KARMAN’s does. 

 
Fig. 5. (a) The 3D-EWC, (b) Tire/Actuator contact: Test-rig. 3D-EWC,  
             three-dimensional electric wheelchair 

For the designations shown in the previous tables, the NL2D-
EWC and the 3D-EWC have the same values but it is clear that 
the 3D model has a larger geometry. When the tire–road interac-
tion is simulated by either a bumped road or a test-rig, as shown 
in Fig. 5(b), an adequate contact between the surfaces needs to 
be adjusted. Tab. 4 presents the “Solid” contact properties. 

Tab. 4. Solid contact properties 

Designation Value  

Bounding buffer length 109 

Plane tolerance factor 3 

Contact spring coefficient 3,000 

Contact damping coefficient 8,200 

Rebound damping factor 0.25 
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4.3. Simulation and results 

 In this section, two scenarios will be presented. First, the 
NL2D-EWC will be treated as a quarter-car model by applying a 

step motion to the RT, the same as in Fig. 4(a). In 3 s of time 
simulation, the dynamical behaviour is approved by the 3D-EWC 

with a step that is 0.05 m high at 1.5 s and without considering 

the user’s weight (𝑚𝑆 = 50 kg), as illustrated in Fig. 6. 
The figure shows the vertical displacement, velocity and ac-

celeration of the Sprung mass in the first part where a good corre-
lation between the modelled and simulated behaviour is noticed. 
In the second part of Fig. 6, the rotations of the Control arm and 
those of the RT are quite identical to the simulation. 
 

 

 
Fig. 6. NL2D-EWC quarter-car vs. MBD for Ansys model: The step case behaviour. NL2D-EWC, non-linear two-dimensional electric wheelchair

Second, the entire NL2D-EWC will be engaged by simulating 
a bump obstacle, as presented in Fig. 4(b), of 0.03 m length and 

𝑈1,2 = 0.02 𝑚 high acting at two-time steps 0.25 s and 0.75 s on 

the FTs and RTs, respectively. The user’s weight is considered 
and the total mass corresponding to the Sprung mass is 
𝑚𝑆 = 130 kg. The NL2D-EWC gives information about the posi-

tion, velocity and acceleration of the four coordinates y =
(𝑧‍‍𝛾‍‍𝛽‍‍𝜑)𝑇. From this point, we will be interested in the vertical 
motion of the Sprung mass shown in Fig. 7. The bump disturb-
ance for the front wheel is given in MBD for Ansys/RecurDyn by 
the following composition of functions:  

STEP(time, 1.0, 0.0, 1.1, 0.02)
+ STEP(time, 1.4, 0.02, 1.5, 0.0 

The highest peaks in Fig. 7 are related to the displacement 
and acceleration of the Sprung mass when the FT passes over 
the obstacle, while the lower peaks are associated with the RT 
passage; these observations assume relevance in light of the fact 
that a suspension exists that connects the tire to the Sprung 
mass. In those experiments, there is a good agreement between 
the results of the mathematical and the simulated models. The 
small differences may be due to the linearisation of the equations 
of motion as it was estimated in Hurel et al. [14] or merely to the 
complexity of the 3D model over the non-linear two-dimensional 
one.  

 
Fig.7. NL2D-EWC vs. 3D-EWC measurements: The bump case.  
          3D-EWC, three-dimensional electric wheelchair; NL2D-EWC,  
          non-linear two-dimensional electric wheelchair 

5. OPTIMISATION PROCESS FOR RIDE COMFORT,  
ROAD HOLDING AND SUSPENSION WORKSPACE 

The optimal design of a multi-body system is started by defin-
ing an objective function, which contains the performance criteria. 
An objective function based on a process of multi-body dynamics 
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occurs in an interval of time. It is often considered as a time inte-
gral of a function that has a set of conditions within that span [9]. 
For that purpose, The NL2D-EWC model based on Jourdain’s 
principle will be included in a global optimisation program. 

5.1. Parameters of the dynamic optimisation 

The weighted RMS of the Sprung mass’ acceleration is fre-
quently used to evaluate the riding quality of a vehicle [15]. The 
rider’s comfort improves as the acceleration decreases. The 

MATLAB function rms returns the RMS level of the vector 𝑍̈𝑆 
where the waveform is a continuous function of time [23]  

𝑓1 = 𝑟𝑚𝑠(𝑍̈) = √(
1

𝑡𝐸𝑛𝑑−𝑡0
). ∫ ‍

𝑡𝐸𝑛𝑑
𝑡0

𝑍̈𝑆
2
(𝑡). 𝑑𝑡   (48) 

The continual contact between the tires and the road surface 
is one of the essential factors underlying the designing of the 
suspension parameters. Therefore, the road holding will be a 
second objective. While applying the random processes theory for 
road holding evaluation, the RMS value of the dynamic vertical 

force 𝐹𝑧𝑖  (𝑖 = 𝑓𝑟𝑜𝑛𝑡, 𝑟𝑒𝑎𝑟) between wheels and road, caused 
by the road irregularities, has been taken as the criterion for road 
holding. Sinha [32] concludes that for good road holding this value 
should have a minimum rate. The loads for FTs and RTs in Eq. 
(38) will be combined as 

𝑓2 = √𝜅𝑓
2. 𝑟𝑚𝑠(𝐹𝑧𝑓)

2 + 𝜅𝑟
2. 𝑟𝑚𝑠(𝐹𝑧𝑟)

2 (49) 

𝜅𝑓 = 0.6 and 𝜅𝑟 = 0.4 are coefficients imposed to regulate the 

combination. Due to the restriction of the structure and the vehi-
cle’s design, the space between the wheels and the suspended 
mass must be limited to one stroke, which is frequently referred to 
as the working space. To provide a better workspace, it is neces-
sary to reduce this change in distance [29]. Consequently, the 

modulus of the vector between the attachment points 𝐷 and 𝐸 is 
chosen as the third cost function, which is given by 

𝑓3 = ‖
𝑟𝐷𝐸,0

|𝑟𝐷𝐸,0|
. (|𝑟𝐷𝐸,0| − 𝑙0)‖ (50) 

Eq. (50) was presented previously as the deformed length of 
the non-linear spring-damper unit. The eight design variables are 

 𝑉 = (𝑚𝑆‍‍‍‍𝑚𝐶 ‍‍‍‍𝑚𝐹𝑇 ‍‍‍‍𝑚𝑅𝑇‍‍‍‍𝐾𝑠‍‍‍‍𝑁𝑠‍‍‍‍𝑐𝑧𝑓‍‍‍‍𝑐𝑧𝑟)
𝑇

         (51) 

Thus, the dynamic optimisation problem can be described as 

𝑀𝑖𝑛𝑖𝑚𝑖𝑠𝑒 {

𝑓1(𝑉)
𝑓2(𝑉)

𝑓3(𝑉)
 

While the initial state of the NL2D-EWC was presented previ-
ously, the bounds of the optimisation variables are resumed in 
Tab. 5. 

If an objective function has sensitivity to varying parameters, it 
may have difficulty during the process. The problem arising from 
comparing one value of mass and another of stiffness is expected 
to be clearly apparent. The transformation of the initial representa-
tion, which contains information about the physical nature, into a 
scaled representation is numerically efficient [10]. Each variable 
𝑉𝑖 will be scaled to 1 by  

𝑉̂𝑖 =
𝑉𝑖−𝑙𝑏𝑖

𝑢𝑏𝑖−𝑙𝑏𝑖
 (52) 

where 𝑉̂𝑖, 𝑙𝑏𝑖 and 𝑢𝑏𝑖 are the new scaled variable, the lower 
bound and the upper bound, respectively. It is necessary that the 
original design variables be used to calculate the objective func-
tion.  

Tab. 5. Variables bonds of the dynamic optimisation 

Variables 
Bonds 

lower upper 

𝑚𝑆 46 80 

𝑚𝐶  0.9 3.5 

𝑚𝐹𝑇 2.5 4.5 

𝑚𝑅𝑇 5 14 

𝐾𝑠 10,000 20,000 

𝑁𝑠 1,000 2,500 

𝑐𝑧𝑓 90,000 100,000 

𝑐𝑧𝑟 90,000 100,000 

 

5.2. Generation of an artificial-random road profile 

The random road profile in Fig. 4(c) is chosen to be the form 
of excitation in the process. The literature is rich in characterisa-
tion of the road profile where most of it is made by the PSD. 
Doods and Robson [7] illustrate the profile classifications present-
ed in ISO-8608 (International Organization for Standardization), 
from smooth irregularities (class A) to rough terrain (class E). Rill 
[26] and Balkwill [3] both describe an efficient generation of a 
random profile, which can have the form of  

Φ(Ω) = Φ(Ω0). (
Ω

Ω0
)−ω (53) 

where the wave number expressed in ‍(𝑟𝑎𝑑/𝑚) is 

Ω = 2𝜋/𝐿                                                                                (54) 

and the value of PSD at Ω0 = 1, (𝑚
2/(𝑟𝑎𝑑/𝑚)) is 

Φ0 = Φ(Ω0)                                                                            (55) 

L represents the wavelength (m), Ω0 is the reference wave 

number (rad/m) and 𝜔 is the waviness. A sinusoidal 

approximation of a random profile 𝑈𝑅  by a superposition of 𝑁 

(0 ≤ 𝑁 ≤ ∞) waves is  

𝑈𝑅(𝑠) = ∑ ‍𝑁
𝑖=1 𝐴𝑖 . sin(Ω𝑖 . 𝑠 − Ψ𝑖)‍‍ (56) 

 The momentary position of the wheelchair with the associated 

longitudinal speed 𝑣𝑥  and the phase angles Ψ𝑖 is given by 

𝑠 = 𝑣𝑥 . 𝑡                                                                                   (57) 

Eq. (56) can offer a PSD Φ(Ω0) if it has a set of amplitudes  

𝐴𝑖 = √2.Φ(Ω𝑖). ΔΩ‍‍,‍‍‍‍‍‍‍‍‍‍𝑖 = 1(1)𝑁 (58) 

The applied input of the random road profile shown in Fig. 8 
is associated with a roughness of a class B, a good road that 
is modelled by the values in Tab. 6. The NL2D-EWC travels at a 

constant speed 𝑣𝑥 = 8‍‍𝑘𝑚/ℎ and it is supposed that the rear 
wheel has the same input as the front wheel but delayed by 

𝛿𝑡 = (𝑑. cos𝛾 + 𝑑2)/𝑣𝑥 . The phase angles are distributed 
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uniformly and randomly as Ψ𝑖 = 2𝜋.randn(size of 𝑖 = 1(1)𝑁). 
The MATLAB function randn produces the same normally distrib-
uted pseudorandom numbers each time the program restarts, 
which is ideal for an optimisation process. 

Tab. 6. PSD characteristics of a class B profile 

Designation Value Unit 

𝑁 200 – 

Ω0 1 (𝑟𝑎𝑑/𝑚) 

ΔΩ ≡ [Ωm𝑖𝑛 , Ωm𝑎𝑥] [0.05, 32.83] (𝑟𝑎𝑑/𝑚) 

Φ0 5.10‍−6 (𝑚2/(𝑟𝑎𝑑/𝑚)) 

𝜔 2 – 

PSD, power spectral density 

The road profiles in Fig. 8 are the same, but the phase shift 
between the continuous black profile, related to the FT, and the 
dotted magenta profile, linked to the RT, represents the time 
between the passage of the tires over the same point. These two 
profiles will be the step inputs uf and ur of the road in the following 
section. 

 
Fig. 8. Excitation for smooth road of Class B 

5.3. Multi-objective optimisation with genetic algorithm 

Considered as meta-heuristics, evolutionary algorithms based 
on populations of solutions can solve multi-objective problems and 
generate solutions in the form of fronts. Thus, Deb [6] published in 
2001 a book on the use of evolutionary algorithms for multi-
objective optimisation, in which his Non-dominated Sorting Genet-
ic Algorithm (NSGA) was upgraded and improved to NSGA-II. 
During its execution, the genetic algorithm constantly alters a 
group of solutions to pick individuals from the actual population to 
be parents. Under some criteria, the chosen parents are served to 
create a new generation of children, or simply the next individuals. 
This consecutive creation of generations yields steadily to one or 
more optimal solutions, depending on the number of objectives 
([19]. This work will benefit from the variety of options in the 
MATLAB Optimisation Toolbox. The genetic algorithm gamultiobj, 
a variant of NSGA-II (https://www.mathworks.com), will be used to 
evaluate the effectiveness of the NL2D-EWC model with the 
options provided in Tab. 7 and the remaining default parameters. 

Tab. 7. Problem setting with gamultiobj options 

Designation Value 

PopulationSize 250 

CrossoverFraction 0.8 

MaxGenerations 400 

FunctionTolerance 10−4 

The solutions are shown in the decision-variables space in 
Fig. 9(a) and the objective space in Fig. 9(b) by using parallel-
coords. The solution set is distributed rather irregularly in parallel 
coordinate plots, which is not a badly-distributed solution set, as 
uniformly-distributed solutions can have distinct values on differ-
ent objectives. 

 

 
Fig. 9. Parallel Coordinates representation: (a) Sensitivity to the problem  
            parameters, (b) Distribution of solutions 

These solutions for the three objectives are illustrated in the 
3D Pareto front of Fig. 10. From the variety of solutions, one can 
recognise those in extremities with the best score for each criteri-
on. It is observed, in the non-dominant solutions of (a), (b) and (c), 
that the 2D Pareto front of the RMS of vertical acceleration and 
the Suspension workspace seem to be non-convex and the two 
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criteria have almost the same optimal solutions. Otherwise, there is a clear diversity with the Combined tires’ loads. 

 
Fig. 10. Surface plot of 3D Pareto front and 2D-Pareto fronts for all combination (a, b, and c). RMS, root-mean-square 

The compromised solution, marked by a red star in the fig-
ure, can be selected depending on the design preference, but 
this operation is sometimes difficult. In order to visualise the 
relation between criteria and facilitate the selection of the com-
promise point, the decision can be made easier by introducing 
Level Diagrams (LD) visualisation, which helps to understand the 
calculated Pareto front and gives correlation between objective 
and decision space. Reynoso-Meza et al. [25] proposed that 
each objective 𝑓𝑝(𝑉), (𝑝 = 1, 2 and 3), is scaled similarly to Eq. 

(52) 

 𝑓𝑝(𝑉) =
𝑓𝑝−𝑓𝑝

𝑚𝑖𝑛

𝑓𝑝
𝑚𝑎𝑥−𝑓𝑝

𝑚𝑖𝑛   (59) 

For every normalised objective vector 𝑓(𝑉) =
[𝑓1(𝑉), … , 𝑓𝑚(𝑉)] a p-norm ||𝑓(𝑉)||

p
 is applied to assess the 

distance to an ideal and minimal solution at the same time, 

where 

{
 
 

 
 ||𝑓(𝑉)||

1
= ∑ ‍2

𝑝=1 𝑓𝑝(𝑉)
2

||𝑓(𝑉)||
2
= ∑ ‍3

𝑝=2 𝑓𝑝(𝑉)
2

||𝑓(𝑉)||
3
= 𝑓1(𝑉)

2 + 𝑓3(𝑉)
2

  (60)  

The LD representation shows a two-dimensional graph for 

each objective and variable. The arranged sets (𝑓𝑝(𝑉), 
||𝑓(𝑉)||

p
) are plotted in each objective and variable sub-graph. 

Consequently, a prearranged solution will have a similar y-value 

in all displays. This correspondence makes it possible to 

compare solutions concurring to the chosen norm according to 

the general tendencies along the Pareto front. Fig. 11 

demonstrates LD plots for each combination, the knee point of 

which is clearly manifested in all of them. It is noteworthy to 

observe that the figure is divided into three rows according to the 

colours. The graphs with red markers are LD for vertical 

acceleration and combined wheel load, where the minimum 

value (knee) on the y-axis represents the best score for each 

objective but in relation to the other. The same goes for the 

yellow and blue rows. The compromise solution shown in the 

previous figure was selected with help of the LD representations. 
The results of the optimisation process, with a CPU-time (central 
processing unit) of 64,679 s, are displayed in Tab. 8. The table 
compares the scores of the best trade off (corresponding to the 
compromised solution) with the best candidate in each criterion; 
considered individually, these scores demonstrate better values. 
The optimal variables are illustrated as well. 
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Fig.11. LD representation of Pareto fronts for each bi-objectives. LD, level diagrams; RMS, root-mean-squar 

Tab. 8. Best trade off, best candidate in each criterion  
             and optimal variables 

Best trade off (compromised 

solution) 

Best candidate in each 

criterion 

Designation Value Designation Value 

𝑓1 4.8400 𝑓1 3.3281 

𝑓2 309.3130 𝑓2 219.2769 

𝑓3 0.1412 𝑓3 0.1363 

Optimal variables of the compromised solution 

Variable 
Optimal 

value 
Variable 

Optimal 

value 

𝑚𝑆 64.8411 𝑘𝑔 𝐾𝑠 14,477 𝑁/𝑚 

𝑚𝐶  1.3581 𝑘𝑔 𝑁𝑠 
1,932.6 

𝑁. 𝑠/𝑚 

𝑚𝐹𝑇 3.4178 𝑘𝑔 𝑐𝑧𝑓 96,210 𝑁/𝑚 

𝑚𝑅𝑇  5.5654 𝑘𝑔 𝑐𝑧𝑟 91,481 𝑁/𝑚 

The comparison between the original and the optimised ver-
tical acceleration in Fig. 12 reveals an acceptable decrease in 
the maximum peak related to the first impact with the obstacle 
but a slight one for the rest of the time simulation. 

Fig. 13 displays front and RTs optimised loads relative to 
their original curves. Both loads achieved a small improvement, 
especially the frontal. This superiority of the front load is due to 
the number of variables affecting the behaviour of the FT, which 
is lower than that of the RT linked to the Control arm and to the 
Sprung mass. 

Similar to the other objectives, the suspension workspace in 
Fig. 14 gains a general reduction of the RMS although the simu-
lation of the optimal values has no advantage over the origin 
curve after the FT-obstacle impact period. 

The behaviour of the three criteria was identical with some 

slight difference in the values of the best compromise and the 
best candidate in each criterion, especially for the combined tires’ 
load. This is due to the non-dominant role of the mass ms in the 
motion of the FT and the favouring of the coefficient 𝜅𝑓 (𝜅𝑓 =

0.6 and 𝜅𝑟 = 0.4) in the formula for this objective (f2) in Eq. 
(49). Optimisation with user’s mass has shown that for high 
Sprung mass or high user’s mass, the RMS of vertical accelera-
tion and the suspension workspace will be lower. However, for 
the load of the tires it is the opposite. 

The simulations presented previously in the optimisation pro-
cess did not take into account the mass of the user. To increase 
the results, a new simulation was run by adding a fixed average 
additional mass (80 kg) to the variable mass of the Sprung mass. 
Tab. 9 contains a comparison between the values without and 
with the user’s mass. 

 
Fig.12. Vertical acceleration of the sprung mass: Optimised vs. origin. 

NL2D-EWC, non-linear two-dimensional electric wheelchair 
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Fig.13. Wheel’s load: (a) FT load: Optimised vs. origin, (b) RT load: Optimised vs. origin. FT, front tire; RT, rear tire 

 
Fig.14. Suspension workspace: Optimised vs. origin. NL2D-EWC,  

non-linear two-dimensional electric wheelchair 

Tab. 9. Best trade off, best candidate in each criterion  
             of the optimisation without and with the user’s mass 

 
Optimisation without 

the user’s mass 

Optimisation with the 

user’s mass 

 
Best trade 

off 

Best 

candidate 

Best 

trade off 

Best 

candidat

e 

Objective Value Value Value Value 

𝑓1 4.8400 3.3281 2.1924 1.9229 

𝑓2 309.3130 219.2769 792.9069 569.6984 

𝑓3 0.1412 0.1363 0.1312 0.1280 

6. CONCLUSION 

This paper presents a description of Jourdain’s principle 
through its application in modelling an electric wheelchair. There-
fore, the equations of motion were formulated on this interpreta-
tion to facilitate their comprehension. The approach provided 
advantages over other classical formulations. The concept of 
generalised coordinates and velocities was used to embed the 
constraints and derive first-order differential equations. An ap-
propriate choice of velocities conducts to decoupled second 
derivatives. The method also suggested that the virtual power of 
constraint forces vanishes from the beginning, which was anoth-
er advantage. The straightforward implementation of the principle 

was noteworthy and the reduced number of symbolic equations 
characterised the efficiency of the calculations. 

Despite the slight dissimilarities, the comparison between the 
responses of the two-dimensional non-linear model and the 
three-dimensional one built into the simulation software showed 
that a precise setting in the multi-body modelling of mechanical 
systems could offer great results in a short time with low pro-
cessing capacity requirements. 

The improved ride comfort, road holding and working space 
of the suspension made it possible to test the effectiveness of the 
model. The objective cost functions for these criteria have been 
defined and inserted into a MATLAB multi-objective genetic 
algorithm. The scaling of the variables allowed a balanced scan-
ning in their intervals. Acceptable solutions were captured on the 
Pareto fronts, but the non-convexity between ride comfort and 
the suspension workspace was noticeable, making the latter 
unprofitable. While the FT load was initially preferred over the 
rear load, the final decision of the compromise solution between 
all criteria was estimated by using the LD visualisation. It has 
been noticed that the generation of a random road profile by the 
PSD considerably increased the processing time. 
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Abstract: In this paper, a numerical study of forced convection on a backward facing step containing a single-finned fixed cylinder has 
been performed, using a ferrofluid and external magnetic field with different inclinations. The partial differential equations, which determine 
the conservation equations for mass, momentum and energy, were solved using the finite element scheme based on Galerkin’s method. 
The analysis of heat transfer characteristics by forced convection was made by taking different values of the Reynolds number  
(Re between 10 and 100), Hartmann number (Ha between 0 and 100), nanoparticles concentration (φ between 0 and 0.1) and magnetic 
field inclination (γ between 0° and 90°); also, several fin positions α [0°–180°] were taken in the counter clockwise direction by a step of 5. 
After analysing the results, we concluded that Hartmann number, nanoparticles concentration, Reynolds number and magnetic field angles 
have an influence on the heat transfer rate. However, the fin position on the cylinder has a big impact on the Nusselt number and therefore 
on heat transfer quality. The best position of the fin is at (α = 150°), which gives the best Nusselt number and therefore the best heat trans-
fer, but the fin position at (α = 0°) remains an unfavourable case that gives the lowest Nusselt values. 

Key words: fin positions, forced convection, nanoparticles, heat transfer, finned cylinder, magneto-hydrodynamic, backward facing step 

1. INTRODUCTION 

The presence of the singularities on the fluid flows in the duct 
causes changes in the characteristics of the flow and heat trans-
fer, and this is the reason for the sudden expansions or backward 
facing step being of great interest in many industrial applications. 
It was performed a numerical analysis to study the effect of Reyn-
olds number on the flow characteristics; the results obtained 
indicated that the sizes of recirculation zones are influenced by 
variation of Reynolds number [1-2]. A numerical investigation was 
carried out a on a backward facing step to study the effect of 
Reynolds number and the aspect ratio on the separation and 
reattachment fluid flow and heat transfer characteristics. A signifi-
cant influence on heat transfer was observed [3-4]. A mixed con-
vection using different values of control parameters such as 
Reynolds number, Richardson number and Grashof number was 
numerically studied. Their results indicate that there exists an 
effect on structure of fluid flow and heat transfer and that a sec-
ondary recirculating flow always occurs inside the primary recircu-
lation zone [5-6]. A numerical simulation of forced convection to 
study the effect of the Prandtl number on mean temperatures, 
heat transfer coefficients and heat fluxes was presented. There-
fore, for low Prandtl numbers, the Nusselt number achieves the 
smaller value. The maximum heat transfer location moves up-
stream of the reattachment point for larger Prandtl numbers [7]. 
An oscillating fin had mounted on the top wall of backward facing 
step; the oscillating fin was identified as the most effective method 
since it involved the highest average Nusselt number and lowest 
pressure drop; also, there is negligible change in average Nusselt 

number resultant to the increase in the oscillation amplitude [8]. A 
circular cylinder was added in a duct. The Nusselt number reach-
es a maximum value of 155% compared to the case of a geome-
try without a cylinder [9]. 

Convective heat transfer of fluid flows in presence of nanopar-
ticles and magnetic field are intensively studied. The use of 
nanofluids under the influence of the magnetic field has become 
one of the most prominent researched topics in recent times. It 
was observed that when the Reynolds number and nanoparticles 
volume fraction increase, the rate of heat transfer increases. 
Increase in Hartmann number causes a degradation in the rate of 
heat transfer [10]. The effect of step height on flow and character-
istics of heat transfer studied by [11], they observed that average 
Nusselt number and skin friction coefficient increase with the 
increase of the step height. Numerical investigations of convective 
flow to study the effect of nanoparticles’ insertion in base fluid on 
heat transfer quality was performed by [12-17]. They observed 
that average Nusselt number increases with increasing nanoparti-
cles’ fraction volume relative to the pure fluid (without the pres-
ence of the nanoparticles). Nanoparticles cause changes in the 
characteristics of flow, increase vortices number and improve 
mass transfer. [18-19] investigated the effect of Baffle locations at 
the top wall and at the bottom wall of a duct; based on the analy-
sis of their numerical results, they indicate that the effects of 
distance height baffle and their locations on fluid flow and charac-
teristics of heat transfer are significant. When length baffle in-
creases, the recirculation region behind the backward facing step 
shrinks and average Nusselt number increases by increasing the 
length baffle. The blockage shapes had used, and their effect on 
nanofluids’ convective flow was studied [20-22]. Their results 
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indicate that average Nusselt number takes the highest value 
when triangular blockage shapes are added on backward facing 
step. For trapezoidal blockage shapes, average Nusselt number is 
lowest. In addition, they observed that heat transfer enhancement 

is obtained for angular velocities Ω = 4.5 and 1.5 in the cylindri-
cal blockage shapes’ case. [23-28] set out to study thermal trans-
fer control and quality; for this purpose, they used the presence of 
the external magnetic field with inclination. Magnetic dipole force 
and a rotate cylinder can control the length and size of the recycle 
zones. They observed that an inclined and vertical magnetic field 
causes the elimination of the recycle zone behind the step. Cylin-
der rotation affects distribution of Nusselt number. Heat transfer 
rate improves when Reynolds number is high. In other research, it 
was discussed that most degraded heat transfer rates achieved 
with partial magnetic field were centred on walking. Magneto-
hydrodynamic study of natural convection involves an inclined T-
shaped enclosure filled with different types of nanofluids using 
Rayleigh number and Hartmann number and the performance of 
magnetic field inclination. Average Nusselt number increases with 
increasing Rayleigh number, magnetic field inclination, heat 
source location and size of nanoparticle fraction, while it decreas-
es with increasing Hartmann number. 

Using the ferrofluid Fe3O4–H2O and the presence of the ex-
ternal magnetic to study forced convective flow inside a backward 
facing step comprising a rotating cylinder of fixed diameter [29]. 
They show that increasing Hartmann number implies a decrease 
in average Nusselt number, but when increasing Reynolds num-
ber, concentration of nanoparticles and magnetic field inclination, 
as well as the mean number of Nusselt, increase. In addition, 
when the cylinder rotates counter clockwise, the heat transfer rate 
improves. 

Studies are always carried out to find the best method and the 
best tool to achieve a most significant improvement in the rate of 
heat transfer by the use of control parameter and especially the 
addition of nanoparticles in the base fluid, in presence of external 
magnetic field. 

In the present work, adding a single fin on a fixed cylinder is 
the main parameter used. Forced convection flow of a ferrofluid 
on a backward facing step containing a single fin attached to a 
fixed cylinder in the presence of an external magnetic field with 
different inclinations is studied. The present study was made by 
taking different values of the Reynolds number (Re between 10 
and 100), Hartmann number (Ha between 0 and 100), nanoparti-
cles concentration (φ between 0 and 0.1) and magnetic field 
inclination (γ between 0° and 90°), along with considering several 
fin positions α [0°–180°]. Certain positions of the fin prove their 
effectiveness in improving the heat transfer phenomenon, while 
other positions have shown an unfavorable effect on the heat 
transfer rate. This investigation does not currently find place in the 
literature, to our knowledge. 

2. PHYSICAL PHENOMENON 

2.1. Description of backward facing step configuration 

In the present work, a 2D numerical study of the forced con-

vection of a laminar and Newtonian ferrofluid flow, on a back-

ward facing step containing a single fin fixed on a cylinder, is 

performed in the presence of a magnetic field with different 

inclinations; the physical configuration with boundary conditions 

are presented in Fig. 1. The one phase ferrofluid model is used. 

The height of the backward facing step is H and the height of the 

channel is 2 H. γ is the inclination angle of the external magnetic 

field, D is the diameter of the fixed cylinder where the position is 

at (4 H, H) and the length of the fin is 0.4 H. At the inlet (T = Tc) 

represents the cold flow and parabolic velocities are imposed. At 

the lower wall downstream (T = Th) is the hot temperature. The 

other walls are adiabatic and have no slip velocity (Fig. 1). The 

viscous dissipation, thermal radiation and Joule heating are not 

considered while modelling the energy equation [29]. The ther-

mo-physical properties of water and iron oxide are presented in 

Tab. 1.  

2.2. The mathematical equations 

The partial differential equations, which determine the con-

servation equations for mass, momentum and energy in dimen-

sional form are expressed as the following: 

𝜕𝑢

𝜕𝑥
+

𝜕𝑣

𝜕𝑦
 = 0                                                                                (1) 

𝜌𝑓𝑓 [𝑢
𝜕𝑢

𝜕𝑥
+ 𝑣

𝜕𝑢

𝜕𝑦
] = [−

𝜕𝑝

𝜕𝑥
+ 𝜇𝑓𝑓 (

𝜕2𝑢

𝜕𝑥2 +
𝜕2𝑢

𝜕𝑦2) +

𝜎𝑓𝑓𝐵0
2(𝑣sin𝛾cos𝛾 − 𝑢sin2𝛾)]                                               (2) 

𝜌𝑓𝑓 [𝑢
𝜕𝑣

𝜕𝑥
+ 𝑣

𝜕𝑣

𝜕𝑦
] = [−

𝜕𝑝

𝜕𝑦
+ 𝜇𝑓𝑓 (

𝜕2𝑣

𝜕𝑥2 +
𝜕2𝑣

𝜕𝑦2) +

𝜎𝑓𝑓𝐵0
2(𝑢sin𝛾cos𝛾 − 𝑣cos2𝛾)]                                              (3) 

[𝑢
𝜕𝑇

𝜕𝑥
+ 𝑣

𝜕𝑇

𝜕𝑦
] = 𝑎𝑓𝑓 (

𝜕2𝑇

𝜕𝑥2 +
𝜕2𝑇

𝜕𝑦2)                                            (4) 

The dimensional and dimensionless boundary conditions are 

presented in Tab. 2 and Tab. 3 respectively. 

(a)  

(b)  

Fig. 1. Physical problem of backward facing step with boundary conditions (a), Fin position (b) 
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Tab. 1. Thermo-physical properties of Water and Iron Oxide 

 ρ (Kg/m3) Cp (J/ Kg. K) k (W/m.K) β (1/K) σ (1/Ω.m) 

Distilled Water  997.1 4,179 0.613 21 × 105 0.05 

Iron. Oxide Fe3O4 5,200 670 6 1.18 × 105 25,000 

Tab. 2. Boundary conditions 

The inlet 𝑢 = 𝑢(𝑦), 𝑣 = 0, 𝑇 = 𝑇𝑐  

The downstream bottom wall 𝑢 = 0, 𝑣 = 0, 𝑇 = 𝑇ℎ 

The outlet. n is the surface normal 

direction coinciding with the x axis at 

the outlet 

𝜕𝑢

𝜕𝒏
=

𝜕𝑣

𝜕𝒏
=

𝜕𝑇

𝜕𝒏
= 0 

Other walls are adiabatic and the 

velocity is no-slip. 
𝑢 = 𝑣 =

𝜕𝑇

𝜕𝒏
= 0 

Finned cylinder is adiabatic  
𝜕𝑇

𝜕𝒏
= 0 

Finned cylinder velocity components:  𝑢 = 0, 𝑣 = 0  

2.3. The dimensionless form equations 

Scales, which are used to obtain the dimensionless equa-
tions (5)–(8), are presented below: 

𝑋 =
𝑥

𝐻
,    𝑈 =

𝑢

𝑢
,   𝜃 =

𝑇−𝑇𝑐

𝑇ℎ−𝑇𝑐
,  𝑃𝑟 =

ν𝑓

a𝑓
,  𝐻𝑎 = 𝐵0𝐻√

𝜎𝑓𝑓

𝜇𝑓𝑓
, 

𝑌 =
𝑦

𝐻
 ,   𝑉 =

𝑣

𝑢
,  𝑃 =

𝑝

𝜌𝑓𝑓𝑢2,  𝑅𝑒 =
𝐻𝑢

ν𝑓
 

𝜕𝑋
+

𝜕𝑉

𝜕𝑌
=0                                                                       (5) 

𝑈
𝜕𝑈

𝜕𝑋
+ 𝑉

𝜕𝑈

𝜕𝑌
= −

𝜕𝑝

𝜕𝑋
+

1

𝑅𝑒

𝜇𝑓𝑓

𝜌𝑓𝑓𝜈𝑓
(

𝜕2𝑈

𝜕𝑋2 +
𝜕2𝑈

𝜕𝑌2)  

+
𝜌𝑓

𝜌𝑓𝑓

𝜎𝑓𝑓

𝜎𝑓

𝐻𝑎2

𝑅𝑒
(𝑉sin𝛾cos𝛾 − 𝑈sin2𝛾)                                   (6) 

𝑈
𝜕𝑉

𝜕𝑋
+ 𝑉

𝜕𝑉

𝜕𝑌
= −

𝜕𝑝

𝜕𝑌
+

1

𝑅𝑒

𝜇𝑓𝑓

𝜌𝑓𝑓𝜈𝑓
(

𝜕2𝑉

𝜕𝑋2 +
𝜕2𝑉

𝜕𝑌2) +                                                 

𝜌𝑓

𝜌𝑓𝑓

𝜎𝑓𝑓

𝜎𝑓

𝐻𝑎2

𝑅𝑒
(𝑈sin𝛾cos𝛾 − 𝑉cos2𝛾)          (7) 

𝑈
𝜕𝜃

𝜕𝑋
+ 𝑉

𝜕𝜃

𝜕𝑌
=

1

𝑅𝑒 𝑃𝑟

𝑎𝑓𝑓

𝑎𝑓
(

𝜕2𝜃

𝜕𝑋2 +
𝜕2𝜃

𝜕𝑌2)                                     (8) 

Tab. 3. The dimensionless boundary conditions 

The inlet 𝑈 = 𝑈(𝑌), 𝑉 = 0, 𝜃 = 0 

The downstream bottom wall 𝑈 = 0, 𝑉 = 0, 𝜃 = 1 

The outlet. n is the surface normal 

direction coinciding with the x axis at 

the outlet 

𝜕𝑈

𝜕𝑋
=

𝜕𝑉

𝜕𝑋
=

𝜕𝜃

𝜕𝑋
= 0 

Other walls are adiabatic and the 

velocity is no-slip. 
𝑈 = 𝑉 =

𝜕𝜃

𝜕𝒏
=0 

cylinder-fin is adiabatic  
𝜕𝜃

𝜕𝒏
= 0 

Finned cylinder velocity components 𝑈 = 0,   𝑉 = 0 

2.4. Thermo-physical properties of ferrofluid 

 Density: 𝜌𝑓𝑓 = (1 − ϕ)𝜌𝑓 + ϕ𝜌𝑝 

 Thermal diffusivity: 𝑎𝑓𝑓 =
𝑘𝑓𝑓

(𝜌 𝐶𝑝)𝑓𝑓
 

 Electrical conductivity: 𝛿𝑓𝑓 = 𝛿𝑓 [1 +
3(𝛿−1)ϕ

(𝛿+2)−(𝛿−1)ϕ
], 

𝛿 =
𝛿𝑝

𝛿𝑓
 

 Specific heat:  (𝜌 𝐶𝑝)𝑓𝑓 = (1 − ϕ)(𝜌 𝐶𝑝)𝑓 + ϕ(𝜌 𝐶𝑝)𝑝 

 Thermal expansion coefficient: (𝜌 𝛽)𝑓𝑓 = (1 −

ϕ)(𝜌 𝛽)𝑓 + ϕ(𝜌 𝛽)𝑝 

 Thermal conductivity: 
𝑘𝑓𝑓

𝑘𝑓
=

𝑘𝑝+2𝑘𝑓−2ϕ(𝑘𝑓−𝑘𝑝)

𝑘𝑝+2𝑘𝑓+ϕ(𝑘𝑓−𝑘𝑝)
 

 Dynamic viscosity: 𝜇𝑓𝑓 =
𝜇𝑓

(1−ϕ)2.5 

Tab. 4. Convergence test of mesh 

 Elements Number 4375 13548 41558 87325 172333 

Time 9 s 19 s 89 s 240 s 467 s 

𝑵𝒖𝒂𝒗𝒈 2.68620 2.66430 2.65797 2.65821 2.65813 

𝜽𝒂𝒗𝒈 0.15511 0.15777 0.15888 0.15898 0.15801 

𝑽𝒂𝒗𝒈 0.38551 0.39098 0.39421 0.39482 0.39503 

               The mesh test was done for a configuration where Re = 100, Pr = 6.2, Ha = 25, ϕ = 0.05, γ = 0° and α = 135°. 
               After performing the calculations on five grids, we noticed the values of 𝑵𝒖𝒂𝒗𝒈, 𝜽𝒂𝒗𝒈 and 𝑽𝒂𝒗𝒈 having too small a difference  

                      in each of the last two grids and thus we chose the penultimate grid which has the number of elements 87,325. 

2.5. Compute of the average and local Nusselt number 

Convection is one of the methods of heat transfer. The term 
convection refers to the heat transfer processes that occur be-

tween a surface and a moving fluid when they are at different 
temperatures. To measure the intensity of heat transfer in the fluid 
due to its movements and to characterise the heat exchange 
between the fluid and the wall, the Nusselt number is used. 

The local Nusselt number on the hot wall is calculate as fol-
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lows: 

𝑁𝑢 =
ℎ𝑓𝑓.𝐿

𝑘𝑓
                                                                                 (9) 

ℎ𝑓𝑓 is the heat transfer coefficient of ferrofluid. ℎ𝑓𝑓 =
𝑞𝑤

𝑇ℎ−𝑇𝑐
   (10) 

𝑞𝑤 stands for heat flux on the heated wall: 

𝑞𝑤 =  −𝑘𝑓𝑓 =
𝑇ℎ−𝑇𝑐

𝐿

𝜕𝜃

𝜕𝑦
|

𝑦=0
                                                  (11) 

𝑁𝑢 =
𝑘𝑓𝑓

𝑘𝑓
(

𝜕𝜃

𝜕𝑌
)                                                                          (12) 

The average Nusselt number on the hot wall is calculated as 
follows: 

𝑁𝑢𝑎𝑣𝑔 = ∫ 𝑁𝑢𝑑𝑋
𝐿𝑠

0
                                                                (13) 

Ls is the total length of the heated part. 

3. NUMERICAL METHOD 

The partial differential equations in the dimensionless form 
provided in Eqs (5)–(8), which determine the conservation equa-
tions for mass, momentum and energy, as well as the boundary 
conditions which are associated with them, were solved using the 
finite element scheme based on the Galerkin method. 

The computational domain or geometry is divided into several 
elements that represent the approximate geometry; several 
meshes are tested until the optimal one is found and used to start 
the numerical calculation and find the approximate results. 

Triangular elements are used to discretise the computational 
domain. Five grids of different sizes were used until the optimal 

one could be chosen; the choices were among an enlarged mesh 
of 4,375 elements, a normal mesh of 13,548 elements, a fine 
mesh of 41,558 elements, and an extra fine mesh of 87,325 ele-
ments and an extremely fine mesh of 172,333 elements. To en-
sure mesh independence and to achieve optimal mesh distribution 
with accurate results and minimal computation time, the mesh 
containing 87,325 triangular elements were used to perform the 
computations. (Tab. 4) 

4. RESULTS AND DISCUSSION 

The main objective is to study the effect of fin position. There-
fore, a numerical investigation is undertaken that concerns the 
forced convection of the flow of a ferrofluid on a backward facing 
step containing a single fin attached to a fixed cylinder in the 
presence of an external magnetic field with different inclinations. 

In this study the control parameters such as Reynolds number 
(Re), Hartmann number (Ha), magnetic field tilt angle (γ) and 
nanoparticle concentration (ϕ) are considered, and the fin position 
on the cylinder (α) is the key parameter that enables us to study 
its effect on the quality of heat transfer. 

To carry out our numerical study, it is necessary to validate 

the results. Therefore, we need to compare the results obtained 

by the present numerical study with the results of [29]. The 

validation is done with the effect of the Hartmann number 

(Ha = 0.0 and Ha = 100) on the isotherms and the average 

Nusselt number, for Pr = 6.2, Re = 100, γ = 0° and ϕ = 0.05  

(Fig. 2). 

The validation plot (Fig. 2) shows that our results are closely 

similar those of [29] and we find excellent consistency and very 

acceptable agreements. 
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Different values of control parameter are taken, encompassing 
the Reynolds number (Re between 10 and 100), Hartmann num-
ber (Ha between 0 and 100), nanoparticles concentration (φ be-
tween 0 and 0.1), magnetic field inclination (γ between 0° and 
90°) and fin positions α [0°–180°]. Grashof and Richardson num-
bers are equal to zero and Prandtl number = 6.2. 

Simulations were carried out for several fin positions on the 
cylinder ranging from 0° to 180° in steps of 5.0. The results are 
therefore voluminous and for this reason it was chosen to present 

the streamline contours and isotherms for the most significant fin 
angle values (α = 0°, 30°, 90°, 150° and 180°).  

Results obtained by numerical simulations for the study of 
forced convection of ferrofluid flow in a backward facing step 
geometry containing a single fin fixed on cylinder are analysed 
qualitatively through the contours of isotherms, and streamlines 
are presented in Figs 3–6; also, quantitative analysis is made by 
the calculation of the average Nusselt number, presented in Figs 
7–10, and of the local Nusselt number, presented in Figs 11–14. 
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Fig. 3. Effect of Magnetic field inclination γ with different fin positions for Pr = 6.2, Re = 100, Ha = 20 and ϕ = 0.04

Fig. 3 highlights magnetic field inclination effect on the current 
lines’ structure and on isotherms for different positions of fin cylin-
der, with Pr = 6.2, Re = 100, Ha = 20 and ϕ = 0.04. The contours 

in Fig. 3 are shown for magnetic field inclination cases (γ = 0°, 
30° and 90°) and fin position (α = 0°, 30°, 90°, 150° and 180°). 
Weak forced convection exists when the magnetic field is horizon-
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tal (γ = 0°) with (α = 0°, 30° and 90°); we notice in streamlines’ 
images the presence of a vortex that slows down ferrofluid flow 
circulation, and we observe from isotherm contours that the 
amount of heat transmitted is small. For α = 150° and α = 180° 
the vortex is absent and the thermal layer in duct is thick. This 
leads us to conclude that the thermal heat transfer has improved 
due to fin position. When the magnetic field undergoes an inclina-
tion (γ = 30° and γ = 90°), a very significant improvement in heat 
transfer is manifested, especially for α = 150° and α = 180° where 
substantial thickness of the thermal layer is observed and the 
vortex is no longer present, which implies that the flow of ferrofluid 
starts to move towards the bottom wall. For γ = 30°, the flow 
concentration is just above the cylinder and flow lines are almost 
straight; and for γ = 90°, the ferrofluid concentration is around all 

the obstacles (cylinder and fin); and at the top and bottom, the 
flow lines corresponding to the ferrofluid are parallel. For (α = 0°, 
30° and 90°) the transfer remains less efficient due to the effect of 
fin position. 

The presence of the external magnetic field leads to a de-
crease in the heat transfer quality due to Lorentz force, which 
slows down the ferrofluid movement. When the magnetic field is 
inclined, forced convection is in enhancement. As a result, Lorentz 
force, in itself, depends on the angle between magnetic field and 
ferrofluid velocity. 

The effect of magnetic field inclination (γ = 30° and 90°) and 
fin position (α = 150° and 180°) on the heat transfer allows a gain 
in transfer rate compared to the case of the horizontal magnetic 
field.
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Fig. 4. Effect of Reynolds number Re with different fin positions for Pr = 6.2, γ = 0°, Ha = 20 and ϕ = 0.04
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Concerning the influence of Reynolds number on the stream-
lines and isotherms, from Fig. 4 it is evident that for Re = 10 with 
all fin positions (α = 0°, 30°, 90°, 150° and 180°), the flow is slow 
and the thermal layer is thin, which results in poor heat transfer 
quality. This effect is attributable to the fact that for a low value of 
Reynolds number, inertial forces related to velocities are negligi-
ble and viscous forces are high, which explains a slow motion of 
ferrofluid. As the Reynolds number increases, the velocity inertia 

forces also increase and therefore the motion of the ferrofluid 
starts to become faster. So, for Re = 50 and Re = 100 with 
(α = 0°, 30° and 90°), the heat transfer quality has improved 
slightly and it is more efficient when (α = 150° and 180°) since the 
thermal layer has become thick. 

It can be concluded that as Reynolds number increases, heat 
transfer improves and fin position still has its effect on the im-
provement. 
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Fig. 5. Effect of Hartmann number Ha with different fin positions for Pr = 6.2, γ = 0°, Re = 100 and ϕ = 0.04

The dimensionless Hartmann number represents the external 
magnetic field strength. Hartmann number (Ha = 0, 20 and 100) 
and fin position (α = 0°, 30°, 90°, 150° and 180°) have an effect 

on streamlines and temperature field for Pr = 6.2, γ = 0°, Re = 100 
and ϕ = 0.04), as shown in Fig. 5. 
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Fig. 5 shows that in the absence of magnetic field Ha = 0 with 
fin positions (α = 0°, 30° and 90°), it is observed that in the 
streamline images a vortex that forms behind the obstacle causes 
a slowing down of fluid motion; so, on temperature field contours 
the thermal layer is reduced, reflecting poor forced convection. 
For (α = 150° and 180°) streamlines are straight and parallel and 
the flow motion is therefore fast, and thermal layer is thin; hence, 
good forced convection is available for those fin positions with 
Ha = 0.0. 

In presence of the magnetic field (Ha = 20 and 40) with 
(α = 0°, 30° and 90°), the thermal layer is thin, and ferrofluid 
movement has become slow and undergoes braking due to Lo-
rentz force. Placing the fin on the cylinder at α = 150° and 
α = 180°, forced convection is slightly improved compared to the 
other three positions. 

As Hartmann number increases, the thickness of thermal layer 
decreases for all fin positions due to Lorentz force. 
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Fig. 6. Effect of nanoparticles concentration ϕ with different fin positions for Pr = 6.2, γ = 0°, Re = 100 and Ha = 20

Fig. 6 shows the effect of nanoparticles’ concentration and fin 
position on the structure of streamlines and isotherms, for 
Pr = 6.2, γ = 0°, Re = 100 and Ha = 20. To illustrate the stream-
lines and isotherms and to present concentration of the magnetite 

Fe3O4 effect, we have chosen (ϕ = 0.0, 0.02 and 0.04) among the 
set of values used in numerical simulation. 

It is observed that insertion of Fe3O4 nanoparticles in a base 
fluid in the presence of moderate magnetic field Ha = 20 contrib-
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utes to improvement of heat transfer compared to cases of pure 
distilled and ionised water fluid. Heat transfer quality increases 
with increasing nanoparticles’ concentration under the thermal 
conductivity effect of the ferrofluid. The position of the fin on the 
cylinder still has its effect on the quality of heat transfer. For 

(α = 0°, 30° and 90°), the thermal layer is thin, indicating a de-
graded heat transfer due to these positions. For (α = 150° and 
180°) forced convection is improved because the thermal layer 
has become thick and streamlines are parallel. 

 

 
 

       Fig. 7.  Effect of magnetic field inclination with different fin positions  
                    on average Nusselt number for Pr = 6.2, Re = 100, Ha = 20  
                   and ϕ = 0.04 

       Fig. 8. Effect of Reynolds number with different fin positions  
                  on average Nusselt number for Pr = 6.2, γ = 0°, Ha = 20  
                  and ϕ = 0.04 
 

  
       Fig. 9. Effect of Hartmann number with different fin positions  
                  on average Nusselt number for Pr = 6.2, γ = 0°, Re = 100  
                  and ϕ = 0.04 

    Fig. 10. Effect of nanoparticles concentration with different fin  
                 positions on average Nusselt number for Pr = 6.2, γ = 0°,                     
                  Re = 100 and Ha = 20 

In this section, the analysis of the results of average Nusselt 
number variation as a function of different parameters (magnetic 
field inclination, Reynolds number, Hartmann number and nano-
particles’ concentration) and fin position on cylinder is provided. 
Study of ferrofluid movement behaviour and the quality of heat 
transfer in duct is made for different values of these parameters. 

The variation of the average Nusselt number as a function of 
the magnetic field inclination γ with variation of fin position for 
Pr = 6.2, Re = 100, Ha = 20 and ϕ = 0.04 is presented in Fig. 7. 
Fig. 7 shows that the best heat transfer rate by forced convection 
is at γ = 90° with α = 150° such that the average Nusselt reaches 
its maximum value of 4.7965, while it takes a smaller value when 
γ = 0° with α = 0°. So, to conclude, increasing γ increases the 
average Nusselt number due to the fact that Lorentz force, in 
itself, depends on the angle between magnetic field and ferrofluid 
flow velocity, with a better fin position α = 150°. The effect on fin 

position and Reynolds number on the average Nusselt number is 
presented in Fig. 8 for Pr = 6.2, γ = 0°, Ha = 20 and ϕ = 0.04. The 
highest average Nusselt value achieved 2.7825 for Re = 100 with 
α = 150°, while for the lowest Reynolds value (Re = 10) with 
α = 0°, the average Nusselt takes the lowest value which attains 
1.0404, resultant to which the heat transfer rate was reduced. 
Therefore, as the Reynolds number increases, average Nusselt 
number also increases, because inertial forces make the ferrofluid 
flow faster. Fig. 9 displays the results of the average Nusselt 
number variation as a function of Hartmann number and fin posi-
tion on cylinder for Pr = 6.2, γ = 0°, Re = 100 and ϕ = 0.04. For 
Ha = 0 with α = 150°, the average Nusselt number reaches a high 
value which corresponds to 3.4340. On the other hand, Ha = 100 
with α = 0° shows the lowest mean Nusselt value which attains to 
1.2585. So, increasing Hartmann number leads to decrease in the 
average Nusselt number because of Lorentz force, which slows 
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down the flow. To perceive the effect of nanoparticle concentra-
tion and fin position on heat transfer rate improvement for 
Pr = 6.2, γ = 0 °, Re = 100 and Ha = 20, we present Fig. 10. The 
results show that the increase in ϕ generates an improvement in 
heat transfer rate due to thermal conductivity of ferrofluid. The 

highest value of average Nusselt number was obtained when 
(ϕ = 0.1 with α = 150°) and the smallest value of average Nusselt 
number corresponds to the case (ϕ = 0.0 with α = 0°). 

  
 
     Fig. 11.  Effect of magnetic field inclination on local Nusselt 
                   number along the heated wall for Pr = 6.2,  
                   Re = 100, Ha = 20, ϕ = 0.04 and α = 150° 

 
       Fig. 12. Effect of Reynolds number on Local Nusselt 
                    number along the heated wall for Pr = 6.2, γ = 0°,  
                    Ha = 20, ϕ = 0.04 and α = 150° 
 

  
 
    Fig. 13. Effect of Hartmann number on local Nusselt number 
                 along the heated wall for Pr = 6.2, γ = 0°, Re = 100,  
                 ϕ = 0.04 and α = 150° 

 
   Fig. 14. Effect of nanoparticles concentration on local Nusselt 
                 number along the heated wall for Pr = 6.2, Ha = 20,  
                  γ = 0°, Re = 100 and α = 150° 

 

Figs 11–14 present the evaluation of the local Nusselt number 
as a function of all the control parameters used in the present 
study (magnetic field inclination, Reynolds number, Hartmann 
number and nanoparticle concentration) with the most favoured fin 
position α = 150°. The local Nusselt number is calculated along 
the hot bottom wall to show the development of heat transfer at 
this wall. 

For all four graphs in Figs 11–14, it is observed that the local 
Nusselt number distribution is maximum in the vicinity of the 
obstacle (finned cylinder) and the backward facing step (from 
X = 3 up to X = 6); thus this part corresponds to a strong tempera-
ture gradient, causing cooling of the heated plate. After the obsta-
cle (X > 6), the local Nusselt number starts to decrease and takes 
minimum values as the displacement towards the duct exits; so, 
the temperature gradient is low.  

From Fig. 13, which illustrates the effect of the Hartmann 
number on the variations of the local Nusselt number along the 
hot wall, it is observed that as the Hartmann number increases, 
the peaks of the local Nusselt number decrease. In Figs 11, 12 
and 14, it is observed that as the values of the parameters (mag-
netic field inclination, Reynolds number and nanoparticle concen-
tration) increase, the local Nusselt number increases. 

5. CONCLUSIONS 

A numerical study of the forced convection of ferrofluid on a 
backward facing step containing a finned cylinder with different fin 
positions on cylinder was conducted by changing angles of incli-
nation of the magnetic field. The partial differential equations, 
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which determine the conservation equations for mass, momentum 
and energy, were solved using finite element scheme based on 
Galerkin method. Analysis of heat transfer characteristics by 
forced convection was made by considering different values of 
Reynolds number, Hartmann number, nanoparticles’ concentra-
tion and magnetic field inclinations, and by taking several fin 
position angles (between 0° and 180°). 

Compared to previously published research results, we note 
excellent consistency and very acceptable agreements. We can 
summarise our findings as follows. 

 Magnetic field inclination has an effect on heat transfer quality; 
Nusselt number is more important in the vertical direction than 
in the horizontal one. 

 The results show that when magnetic particles’ concentration 
of ferrofluid increases, the thermal diffusivity also increases. 

 The heat transfer rate increases as the Reynolds number 
increases too. 

 When the Hartmann number increases, the heat transfer rate 
is reduced. 
However, fin position on fixed cylinder has the maximum influ-

ence on heat transfer quality. The best fin position is at (α = 150°), 
which gives the best Nusselt number; however, the fin position at 
(α = 0°) remains an unfavourable case that gives the lowest 
Nusselt values. 

 
NOMENCLATURE: 

B0 Magnetic field strength (Tesla)  Greek symbols 
H heat transfer coefficient (W/m2K) ϕ nanoparticle concentration 
 
Ha 

Hartmann number, 𝐵0𝐻√
𝜎𝑓𝑓

𝜇𝑓𝑓
 a thermal diffusivity (m2/s) 

K thermal conductivity (W/m K) β expansion coefficient (1/K) 
H inlet step height, (m) γ inclination angle of magnetic field 
n normal coordinate  θ dimensionless temperature 

𝑇−𝑇𝑐

𝑇ℎ−𝑇𝑐
 

𝑁𝑢 local Nusselt number ν kinematic viscosity (m2/s) 

𝑁𝑢𝑎𝑣𝑔 averaged Nusselt number ρ density of the fluid (kg/m3) 

p pressure (Pa) σ electrical conductivity (µS/cm) 
P non-dimensional pressure μ dynamic viscosity, N s/m2 
Pr Prandtl number (

𝛎𝒇

𝐚𝒇
) α fin position 

Re Reynolds number (
𝑯𝒖̅

𝛎𝒇
)  Subscripts 

T temperature (K) c Cold  
Cp Thermal specific heat (J/Kg K) h Hot  
u, v  x–y velocity components (m/s) avg average 
U, V dimensionless velocity components ff ferrofluid 
x, y  Cartesian coordinates (m)   
X, Y dimensionless coordinates   
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Abstract: The process line of concentrating iron ore materials is considered as a sequence of connected concentration units, some  
of which partially return ore materials to the previous unit. The output product of the final concentration unit in the process line is the end 
product of the whole line. Characteristics of ore, such as distribution of ore particles by size and distribution of iron content by size classes, 
are considered. Processing of iron ore materials by process units (a cycle, a scheme) is characterised by a separation characteristic – 
namely the function of extracting elementary fractions depending on physical properties of ore particles. The results of fraction analysis  
of ore samples in different points of the process line provide an experimental definition of separation characteristics and numerical values 
of the Rosin–Rammler equation factors. To identify dependencies that cannot be analytically described, the hybrid approach accompanied 
by the Takagi–Sugeno fuzzy models, in accompaniment with triangular membership functions determining fuzzy sets in preconditions,  
are used. To identify fuzzy sets in rule preconditions, triangular membership functions are used. Introduction of a-priori data on iron ore 
concentration as constraints for model parameters is a promising trend of further research, since it enables increased accuracy  
of identification despite limited availability of experimental data. 

Key words: iron ore, Rosin–Rammler, fuzzy model, separation characteristics 

1. INTRODUCTION 

Iron ore processing is influenced by a variety of factors to var-
ying extents. Among them, the following groups of factors are 
distinguished [23, 28–29, 34]: characteristics of mineralogical 
composition of ore; parameters of crushing machines determining 
the rate of size reduction of crushed ore; parameters determining 
grinding indices; parameters determining floatation processes. 
Based on this list, certain basic trends are distinguished in solving 
the problems of enhancing productivity of a concentration plant in 
terms of a marketable product [6, 7, 36, 37]: developing efficient 
regulations of the process conduction and upgrading technological 
equipment; designing automated control systems for concentra-
tion processes considering technological properties of processed 
ore; creating the system of automatic control over critical modes 
of technological processes and the expert decision support sys-
tem. 

The resulting separation characteristic of ore materials with 
a working point in the optimal cut-point is an essential indicator of 
improving the technological line of ore concentration [21, 22]. In 
technological flows of the ore concentration line at various stages, 
critically different types of ore materials in terms of their physical–
mechanical and chemical–mineralogical characteristics are sub-
jected to concentration; it is therefore expedient to investigate into 
the formation of a separation characteristic of technological con-
centration processes based on operating data on dynamics of 
their parameters [5, 20, 26]. 

Technological processes of ore-concentrating plants involve 

multi-staged crushing and grinding to prepare ore for subsequent 
separation [17, 32]. The operations are aimed at releasing ore 
grains and extracting particles of various minerals by reducing 
grain sizes up to 0.1 mm and less. In some cases, the size of the 
impregnated useful component covers several size classes used 
to assess granulometric composition of concentration products at 
mining and concentration plants (Fig. 1): ‘+3’, ‘−3 + 1’, ‘−1 + 0.5’, 
‘−0.5 + 0.25’, ‘−0.25 + 0.125’, ‘−0.125 + 0.071’, ‘−0.071 + 0.056’, 
‘−0.056 + 0.044’, ‘−0.044 + 0’.  

2. LITERATURE ANALYSIS 

According to the research results [15–16, 32], to obtain quanti-
tative evaluation of mineral products, except for the factor of 
mineral particles distribution 𝛾(𝜉) by fractions with different phys-

ical properties ξ, the factor of useful components distribution 𝛽(𝜉) 

should also be used. The factors 𝛾(𝜉) and 𝛽(𝜉) enable quantita-
tive evaluation of ore materials. To facilitate quantitative evalua-
tion of efficiency of process units, the authors suggest using sepa-
ration characteristics 𝜀(𝜉) determining the value of extracting ε of 
mineral fractions into concentration products. The useful compo-
nent is extracted into concentrate from the initial ore materials due 
to different physical properties ξ of a given component and ac-
companying minerals. In working zones of concentration units, 
particles are separated under the influence of physical forces. 
Particles with some physical properties (ξ > ξр) move to one 
section of the working zone (concentrate), while particles with 
other properties (ξ < ξр) move to the other (tailings). 

https://orcid.org/0000-0003-1506-9759
https://orcid.org/0000-0002-6149-5794
https://orcid.org/0000-0002-6822-6140


DOI  10.2478/ama-2022-0010               acta mechanica et automatica, vol.16 no.1 (2022) 

83 

  
a)       (b) 

  
c)       (d) 

Fig. 1. Iron distribution by ore size classes at various points of the technological process

3. RESEARCH METHODS 

In a general case, concentration units as control objects are 
operators transforming vectors of input variables into those of 
output variables. In compliance with this approach, the technolog-
ical line of iron ore concentration is referred to as a set of n con-
nected concentration units (Fig. 2). The first unit of the process 
line – usually a ball mill of wet grinding [19] – is fed with raw mate-

rials of 𝑄0
(Р)

 volume with certain qualitative characteristics 𝜉0̅. 

These characteristics include [23, 26]: distribution of raw materials 
by size; distribution of Fetot and Femag content by size classes. 
Intermediate concentration product produced at the output of the 
first technological unit is a raw material for the next unit or it is 
partially returned to the previous unit for additional processing. A 
spiral classifier, a hydrocyclone and a deslimer are examples of 
concentration units that return insufficiently ground ore particles. 
The final product of the last concentration unit in the process line, 
which is usually a magnetic separator, is concentrate, the end 
product of a given line. 

 

Fig. 2. Structural scheme of technological lines of iron ore concentration:  
            M – mill, C – classifier; S – magnetic separator; H – hydrocyclone;  
            D – deslimer 

Output parameters of each process unit yi = (yi-−1, yi), I = 1…n 
depend on the condition of a previous unit. In compliance with the 
method presented in [8], we denote a set of possible values of the 

condition vector of the i-th element by Yi, yi∈Yi, the condition 
vector of the i-th subsystem composed of i successively connect-
ed elements – by y1i, a set of possible values of the condition 
vector of the i-th subsystem: 

𝑌1𝑖 = ∏ 𝑌𝑠
𝑖
𝑠=1 = {𝑦𝑠 ∈ 𝑌𝑠, 𝑠 = 1, 𝑖}, 𝑦1𝑖 ∈ 𝑌1𝑖 ,          (6) 

the vector of the process complex composed of n successively 
connected elements: 

𝑦1𝑛 = ∏ 𝑌𝑖
𝑛
𝑖=1 = {𝑦𝑖 ∈ 𝑌𝑖 , 𝑖 = 1, 𝑛},  (7) 

a set of possible values of the condition vector of a process com-

plex at a mining and concentration plant – by Y1n, y1n∈Y1n, the 
vector of parameters of the i-th element – by κi, and a set of its 

values – by κi, κi∈Κi. It should be noted that in this case, Yi indi-
cates technological constraints of a corresponding element of the 
technological complex. 

where Θ is an operator of the grinding unit; 

{𝑄1
(𝑆𝑙𝑢𝑟𝑟𝑦)

} , {𝑟1[𝑑], 𝑠1[𝑑]} are vectors of output values; 

{𝑄0
(𝑂𝑟𝑒)

, 𝑄0
(𝑊𝑎𝑡𝑒𝑟)

} is a vector of controlling actions; 

{𝑟0[𝑑], 𝑠0[𝑑]} is a vector of disturbance actions (the characteris-

tic of the input flow of ore materials); 𝑡 is a time variable. 
The separating unit (a spiral classifier, a deslimer, a hydrocy-

clone, a magnetic separator) as an operator assumes the follow-
ing form: 

{
{𝑄

2
(𝐼), 𝑟2

(𝐼)[𝑑], 𝑠2

(𝐼)[𝑑]} ,

 {𝑄
2
(𝐼𝐼), 𝑟2

(𝐼𝐼)[𝑑], 𝑠2

(𝐼𝐼)[𝑑]}
} = Λ2 (

{𝑄
1
(𝑆𝑙𝑢𝑟𝑟𝑦)},

{𝑟1[𝑑], 𝑠1[𝑑]}, 𝑡
)   (9) 

where Λ is an operator of the separating unit; 

{𝑄2
(𝐼)

, 𝑟2
(𝐼)[𝑑], 𝑠2

(𝐼)[𝑑]} are vectors of output values (discharge, 

middlings); {𝑄2
(𝐼𝐼)

, 𝑟2
(𝐼𝐼)[𝑑], 𝑠2

(𝐼𝐼)[𝑑]} are vectors of output values 

(sands, tailings); {𝑄1
(𝑆𝑙𝑢𝑟𝑟𝑦)

} are vectors of controlling actions; 

and {𝑟1[𝑑], 𝑠1[𝑑]} is a vector of disturbance actions (characteris-
tic of the input flow of ore materials). 

Concentrate 

Raw 

ore 
M C S H M S 

D S H M 

D S Tailings Tailings 

Tailings Tailings 

Tailings 
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The operator of the grinding unit is characterised by several 
inputs and outputs (МІМО). 

{
{𝑄1

(𝑆𝑙𝑢𝑟𝑟𝑦)
} ,

{𝑟1[𝑑], 𝑠1[𝑑]}
} = Θ1 (

{𝑄0
(𝑂𝑟𝑒)

, 𝑄0
(𝑊𝑎𝑡𝑒𝑟)

},

{𝑟0[𝑑], 𝑠0[𝑑]},   𝑡
)       (10) 

Absolutely analytical representation of the operator of the 

grinding unit Θ1 is impossible due to complexity of connections 
between output and input signals. 

Among such signals in grinding, there are operator elements 
such as the following: 

 redistribution (change of sizes) of particles in the output flow 
of ore materials: 

{𝑟1[𝑑]} = Θ1
𝑟 ({𝑄0

(Р)
, 𝑄0

(В)
}, {𝑟0[𝑑], 𝑠0[𝑑]},   𝑡)       (11) 

 redistribution (as a result of changed sizes) of Fe content in 
size classes of the output flow of ore materials: 

{𝑠1[𝑑]} = Θ1
𝑟 ({𝑄0

(Р)
, 𝑄0

(В)
}, {𝑟0[𝑑], 𝑠0[𝑑]},   𝑡)       (12) 

The operator of the separation unit in the same way as that of 
the grinding unit is characterised by multiple inputs multiple out-
puts (MIMO). At the same time, the separating unit has two output 
flows of ore materials; this doubling of the number of output val-
ues is comparable to the grinding unit. 

{
{𝑄2

(𝐼)
, 𝑟2

(𝐼)[𝑑], 𝑠2
(𝐼)[𝑑]},

{𝑄2
(𝐼𝐼)

, 𝑟2
(𝐼𝐼)[𝑑], 𝑠2

(𝐼𝐼)[𝑑]}
} = Λ2 (

{𝑄1
(П)

},

{𝑟1[𝑑], 𝑠1[𝑑]}, 𝑡
) (13) 

As in the case of designing a mathematical model of the grind-
ing unit, absolutely analytical representation of the operator of the 

separating unit Λ2 is impossible because of complex connections 
between output and input signals. 

Among such signals in grinding, there are operator elements 
such as the following: 

 redistribution (change of sizes) of particles in the output flow 
of ore materials: 

{𝑟2
(𝐼)[𝑑]} = Λ2 ({𝑄1

(П)
}, {𝑟1[𝑑], 𝑠1[𝑑]}, 𝑡) ;

{𝑟2
(𝐼𝐼)[𝑑]} = Λ2 ({𝑄1

(П)
}, {𝑟1[𝑑], 𝑠1[𝑑]}, 𝑡) ,

 (14) 

 redistribution (as a result of changed sizes) of Fe content in 
size classes of the output flow of ore materials: 

{𝑠2
(𝐼)[𝑑]} = Λ2 ({𝑄1

(П)
}, {𝑟1[𝑑], 𝑠1[𝑑]}, 𝑡) ;

{𝑠2
(𝐼𝐼)[𝑑]} = Λ2 ({𝑄1

(П)
}, {𝑟1[𝑑], 𝑠1[𝑑]}, 𝑡) ,

 (15) 

It should be noted that while using the material balance equa-
tion, one of the separating units can be calculated by values 

of another output. For example, the output parameter {𝑟2
(𝐼𝐼)[𝑑]} 

can be calculated by the known output parameter {𝑟2
(𝐼)[𝑑]} and 

the input one {𝑟1[𝑑]}. 
Iron ore processing by process units (a cycle, a scheme) is 

characterised by a separation characteristic 𝜀(𝜉) – a function of 
extracting elementary fractions depending on physical properties 

of particles 𝜉 of ore materials [32]. 
Dependency β(ξ) of the useful component content on physical 

properties ξ of particles is one of the basic characteristics of ore 

composition (32). Inside each fraction, separate particles can 

have different content of the component; a set 𝛽
1
, 𝛽

2
, … , 𝛽

𝑛
 

and the function β(ξ) provide average values of the content inside 
a fraction. It is worth noting that in separating ore particles by the 
property ξ, the value of the useful component content β is sec-
ondary. Ore materials and concentration products are identified by 
the change of the physical property ξ of particles in a certain 
range [ξmin, ξmax] due to available mineral aggregates. The output 
of the i-th fraction [ξi, ξi+1] is determined as a ratio of mass of its 
particles to total mass of particles of all fractions in a range of 
[ξmin, ξmax]: 

𝛾
𝑖

= 𝛾(𝜉
𝑖
)Δ𝜉

𝑖
= 𝑃𝑖 ∑ 𝑃𝑖

𝑛
𝑖=1⁄    (16) 

where 𝛾(𝜉𝑖) is mass of the i-th fraction in the mixture, i.e. a dis-
crete analogue of the differential function of distributing particles 

according to the physical property ξ; Δ𝜉𝑖 is fraction size; 𝑃𝑖 is 
productivity by the i-th fraction. 

Final fractions are extracted by separating the total range [ξmin, 
ξmax] of the changes of the physical property ξ of the particles’ 

mixture by some number of final fractions Δ𝜉1, Δ𝜉2, … , Δ𝜉𝑛  [32]. 

Extraction of the solid final fraction [𝜉𝑖 , 𝜉𝑖 + Δ𝜉𝑖] into concentrate 
results in equality to the ratio of productivity of the solid of the 

given fraction in the concentrate 𝑃𝑖  к and the input material 𝑃𝑖  вх. 

𝜀𝑖  к =
𝑃𝑖  к

𝑃𝑖  вх
=

𝑄к𝛾𝑖  к

𝑄вх𝛾𝑖  вх

=
𝑄к𝛾𝑖  к(𝜉𝑖)Δ𝜉𝑖

𝑄вх𝛾𝑖  вх(𝜉𝑖)Δ𝜉𝑖

   (17) 

where 𝑄к, 𝑄вх are productivities of the solid in the concentrate 

and the input material, respectively, t/h; 𝛾
𝑖  к

, 𝛾
𝑖  вх

 is output of a 

fraction in the concentrate and the input material, respectively; 

𝛾𝑖  к(𝜉), 𝛾𝑖  вх(𝜉) are distribution of the solid by fractions in the 
concentrate and the input material, respectively. Application of the 
given formula to each fraction enables a set of final extractions of 

fractions 𝜀1  к, 𝜀2  к, … , 𝜀𝑛  к. After fulfilling the condition 

Δ𝜉𝑖 → 0,   𝑛 → ∞, the mentioned set is transformed into a con-
tinuous function – a separation characteristic [32] 

𝜀к(𝜉) =
𝑄к𝛾к(𝜉)𝑑𝜉

𝑄вх𝛾вх(𝜉)𝑑𝜉
= 𝛾

к

𝛾к(𝜉)

𝛾вх(𝜉)
   (18) 

where 𝛾
к

= 𝑄
к

𝑄
вх

⁄  is the concentrate yield, unit fraction. 

According to the method of experimentally determining the 
separation characteristic presented in [32], there is a need to 
measure productivity of the input material 𝑄вх and the concentrate 

𝑄к. Next, fraction analysis of samples of the input material and 
the concentrate should be performed to define distribution func-
tions 𝛾вх(𝜉), 𝛾к(𝜉), followed by calculations using Eq. (18). 

The density of distributing mass of fractions by sieve composi-
tion is described by Weilbull distribution [30] 

𝑟[𝑑] = 𝐴𝑎𝑑𝑎−1𝑒−𝐴𝑑𝑎
   (19) 

to which the equation of the distribution function 𝑅[< 𝑑] = 1 −

𝑒−𝐴𝑑𝑎
 corresponds. The Rosin–Rammler equation of granulo-

metric composition by the total residue on the sieve with the cell d 
assumes the form of: 

𝑅[> 𝑑] = 𝑒−𝐴𝑑𝑎
   (20) 

After changing the numerical value of the factor 𝑎, Eq. (20) 

enables describing a wide range of curves [30]. With 𝑎 > 1, the 
density curve reaches its maximum and then decreases asymptot-
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ically; with 𝑎 < 1 the curve looks like a hyperbole. The larger the 
indicator A, the more concave the curve of granulometric compo-

sition. With 𝑎 = 1 Eq. (19) changes into the one-parameter law of 
exponential distribution. 

Eq. (20) is linearised with double logarithmation – 

ln(−ln𝑅[> 𝑑]) = ln𝐴 + 𝑎ln𝑑   (21) 

The size of the sieve cell 𝑑max = 𝐷, and the residue on 

which it equals 𝑣(i.e. 𝑣 = 0,05), will correspond to the maximum 

statistic size of ore particles 𝑑max[30] 

𝑅[> 𝑑max] = 𝑣 = 𝑒−𝐴𝑑max
𝑎

   (22) 

After substituting 𝐴 into Eq. (20), because of the maximum 
size of a particle, the expression assumes the form: 

𝑅[> 𝑑] = 𝑒ln𝑣(𝑑 𝑑max⁄ )𝑎
   (23) 

There are some technological products (i.e. classifier sands) 
with no fine fractions; this fact does not allow application of Eq. 

(20) to the product like that. Correction for 𝑑min can be consid-

ered if we shift the coordinate origin by a value of 𝑑min on the 
abscissa axis, i.e. transform the equation into the form suggested 
in [30] 

𝑅[> 𝑑] = 𝑒−𝐴(𝑑−𝑑min)𝑎
   (24) 

In this form, the equation satisfies any lower boundary value. 
The distribution density expressed by Eq. (24) is similar to Eq. 
(19): 

𝑟[𝑑𝑖] = 𝐴𝑎(𝑑𝑖 − 𝑑min)𝑎−1𝑒−𝐴(𝑑𝑖−𝑑min)𝑎
   (25) 

The considered dependencies are also applied to the descrip-
tion of distributing the useful component mass (metal) of fractions 
[30]. 

𝑆[> 𝑑] = 𝑒−𝐵(𝑑𝑖−𝑑min)𝑏
   (26) 

An equation similar to that of the distribution density presented 
in Eq. (25) assumes the following form: 

𝑠[𝑑] = 𝐵𝑏(𝑑 − 𝑑min)𝑏−1𝑒−𝐵(𝑑−𝑑min)𝑏
   (27) 

𝑆[> 𝑑] =
𝑒−𝐵(𝑑−𝑑min)

𝑏
−𝑒−𝐵(𝑑max−𝑑min)

𝑏

1−𝑒−𝐵(𝑑max−𝑑min)
𝑏    (28) 

Eqs (26) and (25) are linearised with double logarithmisation 

in the coordinate system 𝑌 = ln(−ln𝑆[> 𝑑]) and 𝑋 =
ln(𝑑 − 𝑑min). The parameters of distributing the components, B 
and b, determine the character of the distribution curve of the 
granulometric composition and metal in the product. 

Thus, the aggregate of both distributions enables full descrip-
tion of product composition in technological terms [30]. For exam-
ple, based on distribution of mass of a product and that of metal in 

it, distribution of metal content by size fractions with 𝑑min = 0 
can be described in the following way:  

𝛼[𝑑𝑖] =
𝑠[𝑑𝑖]

𝑟[𝑑𝑖]
𝛼0 =

𝛼0𝐵𝑏

𝐴𝑎
𝑑𝑖

𝑏−𝑎𝑒𝐴𝑑𝑖
𝑎−𝐵𝑖

𝑏
   (29) 

In a similar way, we write metal content in a fraction of larger 
(smaller) size by means of the ratios [30] 

𝛼[> 𝑑] =
𝑆[>𝑑]

𝑅[>𝑑]
𝛼0 =

𝑒−𝐵𝑑𝑏

𝑒−𝐴𝑑𝑎 𝛼0   (30) 

𝛼[< 𝑑] =
𝑆[<𝑑]

𝑅[<𝑑]
𝛼0 =

1−𝑒−𝐵𝑑𝑏

1−𝑒−𝐴𝑑𝑎 𝛼0   (31) 

Thus, to form a mathematical model of iron ore processing in 
technological units, it is necessary to identify parameters of the 
dependencies presented above. 

4. RESEARCH RESULTS 

To calculate factors of the Rosin–Rammler equation based on 
experimental data gathered from the results of sieve analysis, the 
method suggested by L.P. Shupov [30] can be utilised. On the first 
stage, sieve analysis data determine total yield of fractions by the 

formulae: for the fraction 𝑟[𝑑1] – 𝑅[> 𝑑1] = 𝑟[𝑑1]; for the 
fraction 𝑟[𝑑𝑖] – 𝑅[> 𝑑𝑖] = 𝑟[𝑑1] + 𝑟[𝑑2] + ⋯ + 𝑟[𝑑𝑖]; for 

the fraction 𝑟[𝑑𝑚] – 𝑅[> 𝑑𝑚] = 1. While doing the research 
(Fig. 3), the authors consider the following size fractions of ore 
particles: +3, −3 + 1, −1 + 0.5, −0.5 + 0.25, −0.25 + 0.125, 
−0.125 + 0.071, −0.071 + 0.056, −0.056 + 0.044, −0.044 + 0. The 
testing results of the concentration line were obtained during the 
operations under the supervision of T.A. Oliinyk [12, 24]. 

To calculate factors of metal distribution B and b for each frac-
tion (Fig. 4), metal content 𝛼[𝑑𝑖] and metal share for this fraction 
are determined: 

𝑠[𝑑𝑖] = 𝑟[𝑑𝑖]𝛼[𝑑𝑖] 𝛼0⁄    (32) 

where 𝛼0 is total content of metal in the product. The metal share 
in the fraction is larger than d: 

𝑆[> 𝑑𝑖] = 𝑠[𝑑1] + 𝑠[𝑑2] + ⋯ + 𝑠[𝑑𝑖−1] + 𝑠[𝑑𝑖]       (33) 

To determine the factors of the Rosin–Rammler equation in 
(30), the least square method is used. After linearising the ex-
pression in Eq. (20) by double logarithmation, we obtain: 

ln(−ln𝑅[> 𝑑]) = ln𝐴 + 𝑎ln𝑑   (34) 

we denote 

𝑌𝑖
(𝑅) = ln(−ln𝑅[> 𝑑𝑖]);   𝑍𝑖

(𝑅) = ln𝑑𝑖,   (35) 

and for the useful component content 

𝑙𝑛(−𝑙𝑛𝑆[> 𝑑]) = 𝑙𝑛𝐵 + 𝑏𝑙𝑛𝑑;  

𝑌𝑖
(𝑆) = 𝑙𝑛(−𝑙𝑛𝑆[> 𝑑𝑖]);   𝑍𝑖

(𝑆) = 𝑙𝑛𝑑𝑖,
   (36) 

Parameters of the Rosin–Rammler equation for different 
points of the technological line are presented in Tab. 1. 

Parameters of the Rosin–Rammler equation for mathematical 
modelling of Fe content distribution by size classes of ore particles 
along the concentration line for different process line points are 
presented in Tab. 2. 
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Fig. 3. Total yield of fractions in control points along the concentration line

 
Fig. 4. Metal share in the fraction in control points along the concentration line
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Tab. 1. Rosin–Rammler equation factors for distributing ore particles by size classes (R) 

Unit Factor А Factor а Determination factor Mean square error 

(1) Mill discharge 1st stage #1 0.0368 1.9400 0.8775 11.7944 

(2) Classifier discharge #1 0.5924 0.8162 0.9004 6.3519 

(3) Mag. separation 1st feed, 1st stage #1/#2 0.6612 0.7841 0.9054 5.7896 

(4) Mag. separation 2nd feed, 1st stage #1/#2 0.5767 0.8354 0.8972 6.5903 

(5) Hydrocyclone sands 2nd stage 0.2716 1.3088 0.9726 4.6582 

(6) Mill discharge 2nd stage  0.5365 1.0084 0.9597 4.2967 

(7) Mag. separation 2nd stage 0.6173 0.9121 0.9609 3.8813 

(8) Hydrocyclone discharge 2nd stage 1.9728 0.5106 0.9201 1.4593 

(9) Deslimer sands 1st stage. 1.8733 0.5436 0.9363 1.4275 

(10) Mag. product 3rd stage 2.0908 0.4914 0.9224 1.2758 

(11) Hydrocyclone sands 3rd stage 1.5101 0.6462 0.9484 1.8387 

(12) Mill discharge 3rd stage 2.0425 0.5471 0.9573 0.9749 

(13) Hydrocyclone discharge 3rd stage 3.3499 0.4278 0.9423 0.3087 

(14) Deslimer sands 2nd stage 3.4106 0.4216 0.9420 0.2912 

(15) Mag. product 4th stage 3.4752 0.4152 0.9418 0.2736 

Tab. 2. Factors of Rosin–Rammler equation for distributing Fe content by size classes (S) 

Unit Factor B Factor b Determination factor Mean square error 

(1) Mill discharge 1st stage #1 0.0728 1.5968 0.9418 0.2736 

(2) Classifier discharge #1 0.7806 0.7478 0.9418 0.2736 

(3) Mag. separation 1st feed, 1st stage #1/#2 0.9579 0.6790 0.9418 0.2736 

(4) Mag. separation 2nd feed, 1st stage #1/#2 0.9015 0.6884 0.9418 0.2736 

(5) Hydrocyclone sands 2nd stage 0.4103 1.1733 0.9418 0.2736 

(6) Mill discharge 2nd stage  0.6482 0.9729 0.9418 0.2736 

(7) Mag. separation 2nd stage 0.7910 0.8580 0.9418 0.2736 

(8) Hydrocyclone discharge 2nd stage 2.8185 0.4344 0.9418 0.2736 

(9) Deslimer sands 1st stage. 2.6107 0.4935 0.9418 0.2736 

(10) Mag.product 3rd stage 2.8679 0.4243 0.9418 0.2736 

(11) Hydrocyclone sands 3rd stage 2.0485 0.6049 0.9418 0.2736 

(12) Mill discharge 3rd stage 2.5394 0.5340 0.9418 0.2736 

(13) Hydrocyclone discharge 3rd stage 4.6735 0.3412 0.9418 0.2736 

(14) Deslimer sands 2nd stage 4.5014 0.3614 0.9418 0.2736 

(15) Mag. product 4th stage 4.6428 0.3421 0.9418 0.2736 

 
Abonyi et al. [1] considers identification of fuzzy models with 

the structure suggested in [31]. This fuzzy model is composed of a 
set of rules in the following form: 

𝑅𝑖1,…,𝑖𝑛
 ∶   𝑖𝑓  𝑧1  𝑖𝑠  𝐴1,𝑖1

  𝑎𝑛𝑑  …   𝑎𝑛𝑑  𝑧𝑛  𝑖𝑠  𝐴𝑛,𝑖𝑛
  

                𝑡ℎ𝑒𝑛  𝑦 = 𝑓
𝑖1,…,𝑖𝑛

(𝑧1, … , 𝑧𝑛)        (37) 

where n is the number of inputs, 𝑧̅ = [𝑧1, … , 𝑧𝑛] is the vector 

containing all the inputs of the fuzzy model and 𝐴𝑗,𝑖𝑗
(𝑧𝑗) is the 𝑖𝑗-

th fuzzy set of preconditions for the j-th input. The same symbol is 

applied to the fuzzy set and its membership function. 𝑀𝑗  is the 

number of fuzzy sets in the j-th input domain. 𝑓𝑖1,…,𝑖𝑛
(𝑧)̅ is a 

(crisp) output function. For the given input vector 𝑧̅ the output of 
the fuzzy model y is calculated as weighted: 

𝑦 =

∑ …
𝑀1
𝑖1=1 ∑ 𝛽𝑖1,…,𝑖𝑛

𝑓𝑖1,…,𝑖𝑛
(𝑧1, … , 𝑧𝑛)𝑀𝑛

𝑖𝑛=1 ∑ …
𝑀1
𝑖1=1 ∑ 𝛽𝑖1,…,𝑖𝑛

𝑀𝑛
𝑖𝑛=1⁄

                                         (38) 

where the weight 𝛽𝑖1,…,𝑖𝑛
> 0 is the overall truth value of the 

𝑖1 … 𝑖𝑛-th rule calculated by the formula: 

𝛽
𝑖1,…,𝑖𝑛

= ∏ 𝐴𝑗,𝑖𝑗
(𝑧𝑗)

𝑛
𝑗=1    (39) 



Vladimir Morkun, Vitalii Tron, Vadym Zymohliad                           DOI  10.2478/ama-2022-0010 
Modelling of Iron Ore Processing in Technological Units Based on The Hybrid Approach  

88 

To determine fuzzy sets in rule preconditions in Abonyi et al. 
[1], a triangular membership function is used: 

𝑎𝑗,𝑖𝑗
= 𝑐𝑜𝑟𝑒 (𝐴𝑗,𝑖𝑗

(𝑧𝑗)) = {𝑧𝑗|𝐴𝑗,𝑖𝑗
(𝑧𝑗) = 1}   (40) 

where 𝑎𝑗,𝑖𝑗
 are kernels of fuzzy sets. 

The set carrier is determined by kernels of adjacent fuzzy 
sets: 

𝐴𝑗,𝑖𝑗
(𝑧𝑗) =

𝑧𝑗−𝑎𝑗,𝑖𝑗−1

𝑎𝑗,𝑖𝑗
−𝑎𝑗,𝑖𝑗−1

, 𝑎𝑗,𝑖𝑗−1 ≤ 𝑧𝑗 ≤ 𝑎𝑗,𝑖𝑗
;   

 𝐴𝑗,𝑖𝑗
(𝑧𝑗) =

𝑎𝑗,𝑖𝑗+1−𝑧𝑗

𝑎𝑗,𝑖𝑗+1−𝑎𝑗,𝑖𝑗

, 𝑎𝑗,𝑖𝑗
≤ 𝑧𝑗 ≤ 𝑎𝑗,𝑖𝑗+1.

                      (41) 

The above-mentioned method of determination guarantees 
that the total of membership functions is equal to one. These 
constraints enable obtainment of interpreted bases of rules. The 
output evaluation method presented in (1) can be applied without 
being bound to certain membership functions. As the product 
operator in Eq. (39) is applied to the connector ‘AND’, total values 
of truth satisfy the conditions:  

∑ …
𝑀1
𝑖1=1 ∑ 𝛽𝑖1,…,𝑖𝑛

𝑀𝑛
𝑖𝑛=1 = 1   (42) 

Thus, Eq. (2) can be simplified in the following way (1): 

𝑦 = ∑ …
𝑀1
𝑖1=1 ∑ [(∏ 𝐴𝑗,𝑖𝑗

(𝑧𝑗)𝑛
𝑗=1 ) 𝑓𝑖1,…,𝑖𝑛

(𝑧1, … , 𝑧𝑛)]
𝑀𝑛
𝑖𝑛=1  (43) 

In many fuzzy identification methods, a nonlinear autoregres-
sive exogenous model (NARX), of both neural-network and fuzzy 
types, is used. This model determines nonlinear dependency 
between previous inputs–outputs and a forecast output (1): 

𝑦(𝑘 + 1) = 𝐹 (
𝑦(𝑘), … , 𝑦(𝑘 − 𝑛𝑦 + 1), 𝑢(𝑘 − 𝑛𝑑), …

… , 𝑢(𝑘 − 𝑛𝑢 − 𝑛𝑑 + 1)
)

                                (44) 

where 𝑛𝑦 , 𝑛𝑢 are maximum lags of input and output signals, 

respectively, 𝑛𝑑 is discrete delay time and F is reflection of the 
fuzzy model. 

Tagaki–Sugeno fuzzy NARX-like model interpolates between 
local linear invariant (LTI) ARX models in this way (1): 

𝑅𝑖1,…,𝑖𝑛
 ∶   𝑖𝑓  𝑧1(𝑘)  𝑖𝑠  𝐴1,𝑖1

  𝑎𝑛𝑑  …   𝑎𝑛𝑑  𝑧𝑛(𝑘)  𝑖𝑠  𝐴𝑛,𝑖𝑛
  𝑡ℎ𝑒𝑛

     𝑦𝑖1,…,𝑖𝑛(𝑘 + 1) = ∑ 𝑎𝑖
𝑖1,…,𝑖𝑛𝑦(𝑘 − 𝑖 + 1)

𝑛𝑦

𝑖=1 +

                                 + ∑ 𝑏𝑖
𝑖1,…,𝑖𝑛𝑢(𝑘 − 𝑖 − 𝑛𝑑 + 1) + 𝑐𝑖1,…,𝑖𝑛

𝑛𝑢
𝑖=1

                           (45) 

where 𝑧̅(𝑘) is usually a subset {𝑦(𝑘), … , 𝑦(𝑘 − 𝑛𝑦 + 1),

𝑢(𝑘 − 𝑛𝑑), … , 𝑢(𝑘 − 𝑛𝑢 − 𝑛𝑑 + 1)}. This fuzzy model can 

be considered as linear parameter-varying (LPV): 

∑ 𝑎𝑖 𝑦(𝑘 − 𝑖 + 1)
𝑛𝑦

𝑖=1
= ∑ 𝑏𝑖 𝑢(𝑘 − 𝑖 − 𝑛𝑑 + 1) + 𝑐

𝑛𝑢
𝑖=1       (46) 

where 

𝑎0 = 1;

𝑎𝑖 = − ∑ …
𝑀1
𝑖1=1

∑ (∏ 𝐴𝑗,𝑖𝑗
(𝑧𝑗)𝑛

𝑗=1 ) 𝑎𝑖
𝑖1,…,𝑖𝑛 ,    𝑖 = 1, … , 𝑛𝑦

𝑀𝑛
𝑖𝑛=1 ;

𝑏𝑖 = ∑ …
𝑀1
𝑖1=1

∑ (∏ 𝐴𝑗,𝑖𝑗
(𝑧𝑗)𝑛

𝑗=1 ) 𝑏𝑖
𝑖1,…,𝑖𝑛 ,    𝑖 = 1, … , 𝑛𝑢

𝑀𝑛
𝑖𝑛=1 ;

𝑐 = ∑ …
𝑀1
𝑖1=1

∑ (∏ 𝐴𝑗,𝑖𝑗
(𝑧𝑗)𝑛

𝑗=1 ) 𝑐𝑖1,…,𝑖𝑛     𝑖 = 1, … , 𝑛𝑦
𝑀𝑛
𝑖𝑛=1 ,

   (47) 

Parameters 𝑎𝑖, 𝑏𝑖, 𝑐 are usually constrained in boundaries of 
convex sets (polytopes) separated by parameters of some rules. 
This results from Eq. (47) and the fact that degrees of member-
ship total one, as is shown in Eq. (6). It is indicated that some 
types of a-priori knowledge about the LTI model can be expressed 
as linear constraints of inequality [1, 33]: 

Λ𝐿𝑇𝐼𝜃𝐿𝑇𝐼 ≤ 𝜔𝐿𝑇𝐼   (48) 

where 𝜃𝐿𝑇𝐼 = [𝑎1, 𝑎2, … , 𝑎𝑛𝑦
, 𝑏1, … , 𝑏𝑛𝑢

, 𝑐] denotes parame-

ters of the LTI model. These constraints of the LTI model parame-
ters determine a set of convex parameters Ω: 

Ω = {𝜃𝐿𝑇𝐼|Λ𝐿𝑇𝐼𝜃𝐿𝑇𝐼 ≤ 𝜔𝐿𝑇𝐼}   (49) 

Abonyi et al. (1) suggests the method of introducing a-priori 

data into fuzzy model. The set of parameters 𝜃𝐿𝑇𝐼 of the LTI 
model can be a subset Ω. Through the convexity Ω and the con-
vexity of the applied method of fuzzy outputs, it is sufficient to 
check constraints for the rule outputs. This means that constraints 
can be adjusted to Takegi–Sugeno fuzzy model: 

Λ∗𝜃𝑖1,…,𝑖𝑛
≤ 𝜔∗   (50) 

where 

𝜃𝑖1,…,𝑖𝑛
=

[𝑎1
𝑖1,…,𝑖𝑛 , 𝑎2

𝑖1,…,𝑖𝑛 , … , 𝑎𝑛𝑦

𝑖1,…,𝑖𝑛 , 𝑏1
𝑖1,…,𝑖𝑛 , … , 𝑏𝑛𝑢

𝑖1,…,𝑖𝑛 , 𝑐𝑖1,…,𝑖𝑛] de-

notes parameters of the 𝑖1, … , 𝑖𝑛-th local model, Λ∗, 𝜔∗ are 
global constraints of the fuzzy model. 

5. CONCLUSIONS 

Technological concentration units as controlled objects are 
operators that transform vectors of input variables into those of 
output variables. Correspondingly, the process line of concentrat-
ing iron ore materials is considered as a sequence of connected 
concentration units, some of which partially return ore materials to 
the previous unit. The output product of the final concentration unit 
in the process line is the end product of the whole line. Character-
istics of ore such as distribution of ore particles by size and distri-
bution of Fetot and Femag content by size classes are considered. 

The operator of the separating unit, similar to that of the grind-
ing one, is characterised by several inputs and outputs (MIMO). At 
the same time, the separating unit has two output flows of ore 
materials, thus doubling the number of output values in relation to 
the grinding unit. 

As in the case of designing a mathematical model of the grind-
ing unit, absolutely analytical representation of the operator of the 
separating unit is impossible due to complexity of connections 
between output and input signals. Among such signals in grinding, 
one should distinguish between operator elements such as redis-
tribution (change of size) of particles in input flows of ore materials 
and redistribution of Fe content in size classes of output flows of 
ore materials. 

Processing of iron ore materials by process units (a cycle, a 
scheme) is characterised by a separation characteristic – namely 
the function of extracting elementary fractions depending on 
physical properties of ore particles. 

The results of fraction analysis of ore samples in different 
points of the process line provide experimental definition of the 
separation characteristics and numerical values of the Rosin–
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Rammler equation factors. 
To identify dependencies that cannot be analytically de-

scribed, the hybrid approach, accompanied by the Takagi–
Sugeno fuzzy models and triangular membership functions de-
termining fuzzy sets in preconditions, is used. To identify fuzzy 
sets in rule preconditions, triangular membership functions are 
used. 

Introduction of a-priori data on iron ore concentration as con-
straints for model parameters is a promising trend of further re-
search, since it enables increased accuracy of identification with 
limited availability of experimental data. 

REFERENCES 

1. Abonyi J, Babuska JR, Verbruggen HB, Szeifert F. Incorporating 

prior knowledge in fuzzy model identification. International Journal of 

Systems Science. 2000; 31:657-667. 

doi.org/10.1080/002077200290966. 

2. Bilenko LF. Zakonomernosti izmelcheniya v barabannyih melnitsah 

[Regularities of grinding in drum mills]. Moscow: Nedra [in Russian]; 

1984. 

3. Bogatikov VN, Kulakov AG. Ispolzovanie gibridnoy neyronnoy seti v 

raskryitii neopredelennosti funktsii razrusheniya materia-la pri izmel-

chenii [Application of the hybrid neural network in disclosing ambigui-

ty of the material destruction function in grinding]. Vestnik Ko-

stromskogo gosudarstvennogo universiteta – Bulletin of Kostroma 

State University. 2006; 11:29-31 [in Russian]. 

4. Bogatikov VN, Kulakov AG, Reev SN. Imitatsionnoe modelirovanie 

tehnologicheskogo protsessa sokrascheniya krupnosti materiala pri 

izmelchenii v agregate nepreryivnogo deystviya s zamknutyim tsi-

klom. Informatsionnyie tehnologii v regionalnom razvitii [Simulations 

of size reduction processes in grinding in the closed-loop continuous 

unit. Information technologies in regional development]. Apatityi [in 

Russian]. 2006. 

5. Bublikov A, Tkachov V. Automation of the control process of the 

mining machines based on fuzzy logic. Naukovyi Visnyk Natsional-

noho Hirnychoho Universytetu. 2019; 3:112‒118. 

6. Golik V, Komashchenko V, Morkun V, Burdzieva O. Metal deposits 

combined development experience. Metallurgical and Mining Indus-

try. 2015; 7(6):591-594. 

7. Golik VI, Razorenov YI, Efremenkov AB. Recycling of metal ore mill 

tailings. Applied Mechanics and Materials. 2014; 682:363-368. 

8. Grechnikov AF, Grishanov DG, Pavlov OV, Pushkov AN. Soglaso-

vannoe upravlenie tehnologicheskim kompleksom s posledova-telno 

soedinennyimi elementami [Cohesive control over a technological 

comples with sequentially connected elements]. Vestnik Samarskogo 

gosudarstvennogo aerokosmicheskogo universiteta – Bulletin of Sa-

mara State Aerospace University. 2003; 2:29-33 [in Russian]. 

9. Gurevich LS. Modelirovanie strukturyi potokov v barabannoy 

melnitse [Modelling of flow structures in drum mills]. Obogaschenie 

rud – Ore Concentration. 1989; 2:34-37 [in Russian]. 

10. Kafarov VV, Verdiyan MA. Matematicheskie modeli strukturyi potoka 

materiala v melnitsah [Mathematical models of the structure of mate-

rial flows in mills]. Moscow: Tsement; 1977. [in Russian]. 

11. Kafarov VV, Glebov MB. Matematicheskoe modelirovanie osnovnyih 

protsessov himicheskih proizvodstv: Uchebnoe posobie dlya vuzov 

[Mathematical modelling of basic processes of chemical enterprises: 

Teaching manual for universities]. Moscow: Vysshaya shkola; 1991 

[in Russian]. 

12. Khmil IV. OsoblivostI tehnologIyi podrIbnennya magnetitovih kvartsi-

tIv v umovah ob’Emnogo nerIvnomIrno-komponentnogo stisnennya. 

Dis. kandidata tehn. nauk: 05.15.08 [Peculiarities of grinding technol-

ogy of magnetite quartzite under volumetric irregular-component 

compression: Candidate’s thesis (Engineering) 05.15.08]; 2016. [in 

Ukrainian]. 

13. Kramer YB. O kinetike nepreryivnogo izmelcheniya [On kinetics of 

continuous grinding]. Fiziko-mehanicheskie problemyi razrabotki 

poleznyih iskopaemyih – Physical and mechanical problems of min-

eral mining. 1986; 130-131 [in Russian]. 

14. Kruglov VV. Iskusstvennyie neyronnyie seti. Teoriya i praktika [Artifi-

cial neural networks. Theory and practice]. Moscow: Goryachaya lini-

ya–Telekom; 2001 [in Russian]. 

15. Linch AD. Tsiklyi drobleniya i izmelcheniya [Cycles of crushing and 

grinding]. Moscow: Nedra; 1981 [in Russian]. 

16. Maryuta AN, Kachan YG, Bunko VA. Avtomaticheskoe upravlenie 

tehnologicheskimi protsessami obogatitelnyih fabrik [Automated con-

trol over technological processes at cancentrating plants]. Moscow: 

Nedra; 1981 [in Russian]. 

17. Morkun V, Morkun N, Tron V, Hryshchenko S. Synthesis of robust 

controllers of technological units control systems of ore-dressing fac-

tory. Eastern-European Journal of Enterprise Technologies. 2018;  

1-2(91):37-47. 

18. Morkun V, Morkun N, Pikilnyak A. The adaptive control for intensity 

of ultrasonic influence on iron ore pulp, Metallurgical and Mining In-

dustry. 2014; 6:8-11. 

19. Morkun V, Morkun N, Tron V.  Distributed closed-loop control for-

mation for technological line of iron ore raw materials beneficiation. 

Metallurgical and Mining Industry. 2015; 7:16-19. 

20. Morkun V, Morkun N, Tron V.  Distributed control of ore beneficiation 

interrelated processes under parametric uncertainty, Metallurgical 

and Mining Industry. 2015; 8:18-21. 

21. Morkun V, Morkun N, Tron V. Identification of control systems for 

ore-processing industry aggregates based on nonparametric kernel 

estimators, Metallurgical and Mining Industry. 2015; 1:14-17. 

22. Morkun V, Morkun N, Tron V. Model synthesis of nonlinear nonsta-

tionary dynamical systems in concentrating production using Volterra 

kernel transformation, Metallurgical and Mining Industry. 2015;  

10:6-9. 

23. Morkun V, Tron V. Automation of iron ore raw materials beneficiation 

with the operational recognition of its varieties in process streams, 

Metallurgical and Mining Industry. 2014; 6: 4-7. 

24. Olііnуk TA. Doslidzhennia vplivu dinamIchnih efektIv visokoenerget-

ichnogo ultrazvuku na gazovi bulbashky u pulpI dlya upravlInnya 

parametrami yiyi gazovoi fazy u protsesi flotatsii: zvIt pro NDR [In-

vestigation into dynamic effects of high-energy ultrasound on gas 

bubbles in slurry to control parameters of its gas phase in floatation: 

research report]. DVNZ «KrivorIzkiy natsIonalniy unIversitet». Kryvyi 

Rih; 2016 [in Ukrainian].  

25. Pevzner LD, Kostikov VG, Lettiev OA, Kostikov RV. Razrabotka i 

issledovanie matematicheskoy modeli protsessa rudoizmelche-niya 

[Development of and investigation into the mathematical model of ore 

grinding]. Gornyiy informatsionno-analiticheskiy byulleten (nauchno-

tehnicheskiy zhurnal) – Mining information-analytical bulluten (scien-

tific and technical journal). 2012; 11:312-320 [in Russian]. 

26. Porkuian O, Morkun V, Morkun N, Serdyuk O. Predictive control of 

the iron ore beneficiation process based on the Hammerstein hybrid 

model, Acta Mechanica et Automatica. 2019; 13(4):262-270. 



Vladimir Morkun, Vitalii Tron, Vadym Zymohliad                           DOI  10.2478/ama-2022-0010 
Modelling of Iron Ore Processing in Technological Units Based on The Hybrid Approach  

90 

27. Porkuian O, Morkun V, Morkun N. Measurement of the ferromagnetic 

component content in the ore suspension solid phase, Ultrasonics. 

2020; 105:106103. 

28. Stupnik N, Kalinichenko V, Pismennij S, Kalinichenko E. Features of 

underlying levels opening at «ArcelorMittal Krivyi Rih» underground 

mine. In: New Developments in Mining Engineering 2015: Theoretical 

and Practical Solutions of Mineral Resources Mining. 2015;  39-44. 

29. Stupnik M, Kolosov V, Pysmennyi S, Kovbyk K. Selective mining of 

complex stuctured ore deposits by open stope systems. E3S Web of 

Conferences. 2019; 123:01007.  

30. Shupov LP. Modelirovanie i raschet na EVM shem obogascheniya 

[Simulation and computer calculation of concentration schemes]. 

Moscow: Nedra; 1980 [in Russian]. 

31. Takagi T, Sugeno M. Fuzzy identification of systems and its applica-

tion to modeling and control. IEEE Trans. Systems, Man and Cyber-

netics. 1985; 15(1):116-132. 

32. Tihonov ON. Zakonomernosti effektivnogo razdeleniya mineralov v 

protsessah obogascheniya poleznyih iskopaemyih [Regularities of ef-

fective separation of minerals in concentration processes]. Moscow: 

Nedra; 1984 [in Russian]. 

33. Tulleken HJAF. Gray-box modelling and identification using pysical 

knowledge and Bayesian techniques. Automatica. 1993; 29:285-308. 

34. Tuz AA, Sanaeva GN, Prorokov AE, Bogatikov VN. Nechiotko-

logicheskiy podhod k modelirovaniyu protsessa izmelcheniya v agre-

gate nepreryivnogo deystviya s zamknutyim tsiklom Aktsionernogo 

Obschestva «Kovdorskiy gorno-obogatitelnyiy kombinat» [Fuzzy-

logic approach to modelling grinding in the closed-loop continuous 

unit of the JSC „Kovdor Mining Concentrating Works”]. Internet-

zhurnal “NAUKOVEDENIYE” – Internet-journal “SCIENCE STUD-

IES”. 2016; 8(1). 

https://cyberleninka.ru/article/n/nechyotko-logicheskiy-podhod-k-

modelirovaniyu-protsessa-izmelcheniya-v-agregate-nepreryvnogo-

deystviya-s-zamknutym-tsiklom [in Russian]. 

35. Tuz AA, Sanayeva GN, Prorokov AY, Bogatikov VN. Upravlenie 

tehnologicheskimi protsessami izmelcheniya i osnovnyie napravleni-

ya ih avtomatizatsii [Control over grinding processes and basic 

trends of their automation]. Vestnik evraziyskoy nauki – Bulletin of 

Eurasian Science. 2016; 8(2):130–131 [in Russian].  

36. Zlatorunskaya GE.  Otsenka izmelchaemosti droblenoy rudyi po ee 

granulometricheskoy harakteristike [Assessment of ground ore by its 

granulometric characteristic]. Obogaschenie rud – Ore Concentra-

tion. 1985; 2 [in Russian].  

37. Zolotkov NF, Dyomin VT, Kontsevoy AV, Smirnov SV. Modernizatsi-

ya i razvitie sistem avtomatizirovannogo kontrolya i upravleniya [Up-

dating and development of automated control systems]. Gornyi zhur-

nal – Mining Journal. 2012; 10:91-96 [in Russian]. 

 
Vladimir Morkun:  https://orcid.org/0000-0003-1506-9759 

Vitalii Tron:  https://orcid.org/0000-0002-6149-5794 

Vadym Zymohliad:  https://orcid.org/0000-0002-6822-6140 

 

https://orcid.org/0000-0003-1506-9759
https://orcid.org/0000-0002-6149-5794
https://orcid.org/0000-0002-6822-6140
https://orcid.org/0000-0003-1506-9759
https://orcid.org/0000-0002-6149-5794
https://orcid.org/0000-0002-6822-6140

	2.-CONTENTS
	3.-ABSTRACT
	01_2021_029_STAVYTSKYI_BASHTA_NOSKO_TSYBRII_AMA-D-21-00029R1-1
	02_2021_018_SOKOL_AMA-D-21-00020
	03_2021_027_CAO_AMA-D-21-00027R1-1
	04_2021_031_BALON_REJMAN_KIELBASA_SMUSZ_AMA-D-21-00031
	05_2021_017_SHARIFULLIN_NOSKO_SAFRONOV_AMA-D-21-00019R1
	06_2021_034_USENKOV_LATYPOV_GORTYSHOV_POPOV_KOKHANOVA_AMA-D-21-00034R2
	07_2021_022_BOUHAMATOU_ABEDSSEMED_AMA-D-21-00023R1
	08_2021_014_BELHORMA_-BOUCHIKHI_AMA-D-21-00017R1
	09_2021_040_TOUMI_BOUZIT_BOUZIT_MOKHEFI_AMA-D-21-00040R1
	10_2020_072_MORKUN_TRON_ZYMOHLIAD_AMA-D-20-00060R1

